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7. Validation

This section describes models and data used to validate the THC seepage model and input for the THC seepage model.  Validation of the model is accomplished through comparison of simulation results from a submodel of the THC model to data collected from the Drift Scale Test (DST) and to laboratory experiments that explore various specific aspects of the model.  The DST THC submodel is derived from the THC seepage model, relying on the same conceptual model, modeling the same coupled processes in the same manner, and using many of the same input data (i.e., intrinsic physical, hydrologic, thermodynamic, and kinetic parameters).  Because the DST THC submodel is a special case of the THC seepage model, evaluation of the DST THC submodel serves to validate the THC seepage model.  

The DST THC submodel and comparison of model simulation results to measured data are presented in Section 7.1.  The validation of the THC models by comparison of DST THC submodel results with chemical data for water and gas samples is subject to a variety of uncertainties.  These uncertainties are discussed in detail throughout Section 7, but can be summarized as follows.  First, thermal-hydrologic (TH) processes can lead to spatial differences in the chemistry of water and gases by a few orders of magnitude (Section 7.1.10.2) over very small increments in temperature as a result of boiling and mineral–water reactions.  In contrast, temperature exhibits much less spatial variation because it is controlled mainly by conduction in the rock matrix.  Second, strong differences in aqueous species concentrations that develop in fractures and the adjacent matrix can be maintained, owing to the slow rates of diffusion of aqueous species between them (Section 7.1.11.3).  Third, changes that the samples undergo during their extraction from the rock (e.g., cooling, degassing, condensation) have the potential for shifting the aqueous species compositions.  Some measured quantities, such as pH, are sensitive to liquid-gas interactions such that shifts in water composition can be orders of magnitude.  Therefore, differences between the model results and the measured data are likely, just from the standpoint of the sample collection methods (effect of the extent of volume‑averaging of water and gas samples collected from boreholes) and the choice of data from the model results to compare to the measured data (point location, averaged, fracture or matrix).  The approach to model validation acknowledges these uncertainties in the evaluation of model–data comparisons, in establishing and applying the validation criteria, and in the description of uncertainty that is provided for downstream use of THC seepage model results.  Sources of data used for model validation are shown in Table 7‑1.

Methods and criteria for validating the THC seepage model through the DST THC submodel are described in Section 7.1.7; the validation results are described in the rest of Section 7.1.  For Level I validation, Section 2.2.1.2 of Technical Work Plan for: Revision of Model Reports for Near-Field and In-Drift Water Chemistry (SNL 2007 [DIRS 179287]) specifies the following steps for “Confidence Building During Model Development.”  The development of the THC seepage model has been conducted according to these validation requirements in order to establish the scientific basis for the model, as follows:

1.
Selection of appropriate input parameters and/or input data, assumptions, simplifications, and physical principles, consistent with the intended use of the model, and discussion of how the selections build model confidence.
The inputs to the THC seepage model have been obtained from controlled sources (see Table 4.1-1, Section 4.1), or, if older data, have been evaluated and justified for intended use (Section 4.1) in this report.  Selection and development of input and design parameters is described in detail in Sections 4.1, 6.2, 6.4.8, 6.5, and Appendix C.  Model assumptions have been described in Section 5.  Detailed discussion about model concepts can be found in Section 6.2.  

2.
Description of important future state (aleatory), parameter (epistemic), and alternative model uncertainties and how they are represented, commensurate with the intended use of the model.

Discussion of sensitivity analyses and model uncertainties is provided in Sections 6.6 and 6.7, respectively.  A summary discussion on uncertainties and their impact is given in Section 8.4.

3.
Demonstration that model predictions adequately represent the range of possible outcomes, consistent with important uncertainties and modeling assumptions, conceptualizations, and implementation.

Consistency with physical principles is demonstrated by the conceptual and mathematical formulation in Sections 6.2 and 6.4, and the selection and use of the TOUGHREACT V.3.1.1 code in Section 3.  
4.
Documentation of steps taken to ensure that chosen simulation conditions span the range of intended use, and that such conditions avoid inconsistent results, or that any inconsistencies are adequately explained and demonstrated to have little impact on results.
Detailed discussion of initial and boundary conditions for the THC seepage model can be found in Section 4.1 (initial model inputs); Section 6.2.2.1 (pore-water compositions); Section 6.4.3 (mineral reactive surface areas); and Sections 6.5.2 and 6.5.3 (boundary conditions and initial inputs).  Calibration of the model to ambient pore‑water compositions is described in Sections 6.4.8 and 6.5.5.4.  Section 6.5 provides detailed discussion of various model results (i.e., those of convergence runs).  Discussion about issues with non-convergence runs can be found in Section 6.4.8.  Additional information regarding convergence issues can be found in the file chdump.dat described in Appendix G.  
For confidence building after model development, Section 2.2.1.2 of the technical work plan (TWP) (SNL 2007 [DIRS 179287) imposes the following requirement for model validation to support the scientific basis:

Corroboration of results from a derivative simulation, closely similar to the THC seepage model but adapted to the DST, with data acquired from the DST (SCI-PRO-006,Models,  Section 6.3.2, 1st bullet).   

Comparison of model results with experimental data is the main method of validation for the THC seepage model.  Section 7.1 explains the respective validation and modeling activities in great detail, and discusses explicitly how the criteria for this validation method, as defined in the TWP (SNL 2007 [DIRS 179287]), have been met.

Additional confidence is obtained through technical review by publication in a refereed professional journal, as noted in the TWP (SNL 2007 [DIRS 179287]).  Since the following articles on the subject have already been published, additional confidence has been obtained:

· “Fluid Flow and Reactive Transport Around Potential Nuclear Waste Emplacement Tunnels at Yucca Mountain, Nevada.”  Journal of Contaminant Hydrology (Spycher et al. 2003 [DIRS 162121]).  

· “Experimental and Numerical Simulation of Dissolution and Precipitation: Implications for Fracture Sealing at Yucca Mountain, Nevada.”  Journal of Contaminant Hydrology (Dobson et al.  2003 [DIRS 165949]).

In addition to use of the DST THC submodel, confidence in the THC seepage model is provided by historical work consisting of model–data comparisons from laboratory-scale experiments.  Two such experiments have been modeled previously: a plug-flow reactor to evaluate tuff dissolution (Section 7.2) and a fracture sealing experiment (Section 7.3).  Comparisons between the experimentally measured and simulated results are used to test conceptual models that were developed for the THC seepage model and the DST THC submodels.  These simulations were performed using previous revisions of TOUGHREACT software and using previous versions of the thermodynamic database.  Thus, they do not directly validate the current THC model, 
but provide added confidence in the conceptual model and modeling approach that are implemented.  A brief summary of each of these model–data comparison studies is provided here.  The simulations are discussed in detail in a previous revision of this report (BSC 2004 [DIRS 168848], Sections 7.2 and 7.3).  

Table 7-1.
Sources of Data Used for Model Validation or Corroboration

	DTNs
	Description

	Mineralogical Data (DST)

	LA0201SL831225.001 [DIRS 158426]
	Sidewall core sample mineralogical analyses

	Analytical Water and Gas Chemistry Data

	LB990630123142.003 [DIRS 111476]
	4th, 5th, and 6th Qtr. DST CO2 data

	LB0208ISODSTHP.001 [DIRS 161638]
	DST CO2 and isotopic data (combined)

	LB0303ISODSTCP.001 [DIRS 177538]
	DST CO2 and isotopic data

	LB0309ISODSTCP.001 [DIRS 177539]
	DST CO2 and isotopic data

	LB0403ISODSTCP.001 [DIRS 177540]
	DST CO2 and isotopic data

	LB0410ISODSTCP.001 [DIRS 177541]
	DST CO2 and isotopic data

	LB0509ISODSTCP.001 [DIRS 177542]
	DST CO2 and isotopic data

	MO0005PORWATER.000 [DIRS 150930]
	Analyses of pore waters from Alcove 5 core samples in the ESF (HD‑PERM-2 and HD-PERM-3 samples)

	LL990702804244.100 [DIRS 144922]
	Aqueous chemistry of water sampled from the DST (6/4/98 to 3/30/99)

	LL001100931031.008 [DIRS 153288]
	Aqueous chemistry of water sampled from the DST (collected 10/27/99 to 1/25/00)

	MO0207AL5WATER.001 [DIRS 159300]
	DST field measurements

	SN0203F3903102.001 [DIRS 159133]
	DST field measurements

	LL020405123142.019 [DIRS 159307]
	DST aqueous chemistry

	LL020302223142.015 [DIRS 159134]
	DST aqueous chemistry

	LL001200231031.009 [DIRS 153616] 
	Aqueous chemistry of water sampled from the DST (8/9/99 and 8/10/99)

	MO0101SEPFDDST.000 [DIRS 153711]
	Field pH of water sampled from DST on 5/23/00 and 6/29/00

	


7.1
THE DRIFT SCALE TEST THC subMODEL

The DST is the second underground thermal test to be carried out in the Exploratory Studies Facility (ESF) at Yucca Mountain, Nevada.  The purpose of the test is to evaluate the coupled thermal, hydrologic, chemical, and mechanical processes that take place in unsaturated fractured tuff over a range of temperatures (approximately 25°C to 200°C).  Details regarding the DST layout, borehole orientations, operation of the test, and measurements performed (as well as their uncertainties) are discussed in Section 6.3 of Thermal Testing Measurements Report (SNL 2007 [DIRS 177414]) and in Drift-Scale Test As-Built Report (CRWMS M&O 1998 [DIRS 111115]).  Information on these aspects of the DST is not repeated in this report unless directly related to the geochemical data collected and used for model validation.

In brief, the DST consists of an approximately 50-m-long drift that is 5 m in diameter.  Nine electrical floor canister heaters were placed in this drift (the Heated Drift) to simulate nuclear‑waste-bearing containers.  Electrical heaters were also placed in a series of horizontal boreholes (wing heaters) drilled perpendicular outward from the central axis of the Heated Drift.  These heaters were emplaced to simulate the effect of adjacent emplacement drifts.  The DST heaters were activated on December 3, 1997, with a planned period of four years of heating, followed by four years of cooling.  After just over four years, the heaters were switched off on January 14, 2002, and since that time the test area has been slowly cooling.

This section describes the DST THC submodel, discusses simulations of THC processes during the DST, and presents comparisons to geochemical measurements performed on gas, water, and mineral samples collected from the DST.  The DST THC submodel is a forward numerical model used to gain insight into THC processes taking place during heating of the unsaturated devitrified tuffs.  The DST THC submodel provides important support for application of the drift-scale THC seepage model to repository simulations.  The drift-scale THC conceptual models are described in Sections 6.1 to 6.4.  The DST THC submodel is compared with, but not calibrated to, geochemical data collected from the DST.  This is important because calibration, if relied upon heavily in model development, could limit the use of the model for representing THC processes over repository time scales.  The drift-scale hydrologic and thermal properties used in the DST THC submodel are the same as those used for the THC seepage model (Table 4.1-1); the property values are not calibrated directly to DST results, but are best estimates for the mean properties over the repository footprint.  Because the properties are not specific to the Drift Scale Test block, and the tuffs are heterogeneous (especially with respect to fracture density and permeability), differences between model results and data are perhaps greater than if site-specific properties were employed.  However, since the THC seepage model uses the same property sets, the DST THC submodel can be used with much better confidence for model validation.  Some modifications have been made to the thermodynamic database for the THC seepage model and the DST THC submodel, and to the kinetic-rate constants, to capture aspects of the ambient‑system pore-water chemistry (discussed in Section 6.2.2.1).  The only other adjustments specific to the DST have been made to include the connectivity of the Heated Drift to the Access Drift, to better represent heat losses through the intervening bulkhead.

7.1.1
Modeling Approach

The modeling approach involves the creation of a numerical grid and the selection or development of thermal, hydrologic, mineralogical, aqueous, and gaseous species geochemical input data.  It also involves the selection of appropriate thermal and hydrologic models, as well as chemical, thermodynamic, and kinetic data and models.  The development of a comprehensive model that is not calibrated to the test data requires a systematic approach from the evaluation of infiltration rates, hydrological properties and the results of steady-state hydrological simulations, thermal properties and ambient temperature gradients, and long-term ambient chemical evolution using initial geochemical data for water, gas, and minerals.  The results of such ambient simulations (described in Sections 6.4.8 and 6.5.5.4) give confidence in the initial conditions, models, and properties used for the coupled THC validation simulations.  Because the DST THC submodel uses the same hydrological and geochemical inputs as the ambient simulations, including the same thermodynamic and kinetic data, the initial conditions and data for the DST THC submodel is founded on this systematic approach.  The approach and input data are further described in Sections 7.1.2 to 7.1.5 below.

7.1.2 Drift Scale Test Two-Dimensional Numerical Grid

The two-dimensional dual-permeability numerical grid for the DST represents a vertical cross section through the Heated Drift at a distance approximately 30 m from the bulkhead, separating the Heated Drift from the Access Drift (Figure 7.1-1).

The numerical grid used in the simulations in this report (Figures 7.1-2 and 7.1-3) is based on a grid developed for an earlier TH model of the DST (DTN: LB0101DSTTHGRD.001 [DIRS 153687]).  It has been modified to account for changes in hydrological properties and to improve the treatment of heat and gas transport.  The earlier mesh consisted of 4,485 gridblocks, including fracture and matrix (DTN: LB0101DSTTHGRD.001 [DIRS 153687]).  The top boundary is approximately 99 m above the drift center, with the bottom boundary at approximately 157 m below the center.  Connections between the interior of the Heated Drift and the Heater Test Alcove included gridblocks designed to act as a bulkhead and as insulating material.  Within the drift, heat is applied directly to the drift wall instead of explicitly representing the electric heaters and calculating the heat transfer across the air mass inside the drift.  The DST includes a plane of linear wing heaters on each side of the drift that have been given small gridblocks in the model.  Small gridblocks are also employed adjacent to the wing heaters and drift wall to capture the strong gradients in temperature and liquid saturation in these regions.  Radial mesh blocks in the drift interior are replaced near the drift base by Cartesian gridblocks to represent the concrete invert.  Incorporation of the concrete invert is unique to the DST THC submodel; it is not part of the model grid for the THC seepage model.  Also, in the DST THC submodel, the concrete is only incorporated with respect to thermal and hydrologic properties—no cement phases are present in the geochemical system used.

The numerical grid used for the DST THC model (Figures 7.1-2 and 7.1-3) has been modified from DTN: LB0101DSTTHGRD.001 [DIRS 153687] in the following ways: 

1.
Gridblocks representing the insulation and bulkhead have been removed, and the Heated Drift gridblock is connected directly to the Heater Test Alcove gridblock.  The connection area and distance have been adjusted so that heat loss from the drift resulted in roughly similar crown temperatures to the maximum observed values.  This is done to simulate heat and mass losses through the bulkhead, instead of reducing power by a set factor, as was done in earlier revisions of this model.

2.
The distances from the drift center gridblock and the connecting elements have been modified to represent the true distance, so that heat could be applied to the drift center and not to the elements at the drift walls.

3.
In the approximate location of the observation drift, the gridblock volumes are increased to a large value to represent connection to the atmosphere (Figure 7.1‑2).  These gridblocks connected to adjacent rock gridblocks so that gas flow can take place between the Observation Drift and the surrounding rock.

4.
Volumes of fracture and matrix gridblocks were modified to account for a change in the fracture porosity.

5.  The current DST THC submodel mesh has 4,490 gridblocks.

7.1.3
Heater Power

The DST THC submodel employs a nine-month initial period at ambient temperature, corresponding approximately to the time that was required to set up the test.  The wing heaters are split into inner and outer zones, with more power applied to the outer zone to approximate the presence of an adjacent parallel drift.  In the drift, heat is applied solely to the drift-center gridblock, which is connected to all surrounding gridblocks.  The positions of gridblocks representing heaters are shown in Figure 7.1-3.

The heating schedule was developed specifically for the DST THC submodel and is based on step-wise averages of the 10-day incremented power data (DTN:  MO0208RESTRDST.002 [DIRS 161129]).  This detailed power history is especially important for eliminating some of the uncertainty in the validation comparisons, especially for gas-phase CO2 concentrations, which are affected by changes in vapor fluxes much more than temperature.  The sources for this 10‑day incremented power data are given in Table 7.1-1.  Intentional power reductions are directly accounted for in the power data, using accurate time information gathered from the DTNs listed in Table 7.1-1.
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Figure 7.1-1.
Three-Dimensional Schematic Diagram of the DST Showing Perspective View of Numerical Mesh for DST THC Submodel Simulations
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The Observation Drift is shown as black squares.  Mesh extends outside the area shown (see text).  The Heated Drift is a circular region at the center.

Figure 7.1-2.
Numerical Mesh for DST THC Submodel Simulations
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NOTE:
Inner (violet diamonds closer to drift) and outer (large red squares) wing heater gridblock coordinates.  Heat is applied to gridblock (red filled circle) marked at drift center.  Green squares indicate gridblock locations for the concrete invert.

Figure 7.1-3.
Enlarged View of the Numerical Grid Showing the Locations of Gridblocks Representing the Heated Drift, Wing Heaters, and Concrete Invert

Table 7.1-1.
Input DTNs Used for Estimating Times/Dates of Power Reductions and Outages for DST THC Submodel Simulations

	Power Data Sources (DTNs)
	Dates

	MO0208RESTRDST.002 [DIRS 161129]
	Heating Phase (10-day increments)

	MO9807DSTSET01.000 [DIRS 113644]
	11/7/97 to 5/3/98

	MO9810DSTSET02.000 [DIRS 113662]
	6/1/98 to 8/31/98

	MO9906DSTSET03.000 [DIRS 113673]
	9/1/98 to 5/31/99

	MO0001SEPDSTPC.000 [DIRS 153836]
	6/1/99 to 10/31/99

	MO0007SEPDSTPC.001 [DIRS 153707]
	11/1/99 to 5/31/00

	MO0012SEPDSTPC.002 [DIRS 153708]
	6/1/00 to 11/30/00

	MO0107SEPDSTPC.003 [DIRS 158321]
	12/1/00 to 5/31/01

	MO0202SEPDSTTV.001 [DIRS 158320]
	6/1/01 to 1/14/02

	


The DTNs in Table 7.1-1 are also used to estimate the length of the longer (approximately greater than 1/2 day) temporary power outages.  Table 7.1-2 gives the step-wise averaged power data implemented in the DST THC submodel simulations.  Each time in Table 7.1-2 represents the initiation of a specific period of heating or power loss that continues until the succeeding time.  The simulations are run for the full period of heating plus a four-year period of cooling (shown by hypothetical end time at the base of Table 7.1-2).

Table 7.1-2.
Step-Wise Averaged Power Data for the DST THC Simulations

	Date
	Time (s)
	Time (days)
	Canister
Power (watts)
	WH (inner)
Power (watts)
	WH (outer)
Power (watts)
	Comments

	3/5/97
	0.00000E+00
	0.00
	0.0000
	0.0000
	0.0000
	Pre-test

	12/3/97
	2.35872E+07
	273.00
	1091.3740
	1232.4007
	1626.7690
	Heaters turned on

	3/15/98
	3.24000E+07
	375.00
	1091.3740
	0.0000
	0.0000
	Outage – right rib

	3/16/98
	3.25080E+07
	376.25
	1091.3740
	1232.4007
	1626.7690
	

	4/12/98
	3.48192E+07
	403.00
	1077.9972
	1198.5773
	1582.1220
	

	8/10/98
	4.51872E+07
	523.00
	1119.6842
	1201.8035
	1586.3807
	

	1/27/99
	5.98752E+07
	693.00
	0.0000
	0.0000
	0.0000
	Power outage

	1/27/99
	5.99400E+07
	693.75
	1123.5789
	1204.4465
	1589.8693
	

	2/16/99
	6.16032E+07
	713.00
	1102.5965
	1189.0805
	1569.5862
	

	5/27/99
	7.02432E+07
	813.00
	0.0000
	0.0000
	0.0000
	Power outage

	5/27/99
	7.03080E+07
	813.75
	1102.5965
	1189.0805
	1569.5862
	

	5/29/99
	7.04160E+07
	815.00
	0.0000
	0.0000
	0.0000
	Power outage

	5/30/99
	7.04808E+07
	815.75
	1087.8653
	1155.5245
	1525.2923
	

	6/18/99
	7.21440E+07
	835.00
	0.0000
	0.0000
	0.0000
	Power outage

	6/19/99
	7.22088E+07
	835.75
	1087.8653
	1155.5245
	1525.2923
	

	7/9/99
	7.39584E+07
	856.00
	0.0000
	0.0000
	0.0000
	Power outage

	7/15/99
	7.44768E+07
	862.00
	1087.8653
	1155.5245
	1525.2923
	

	8/27/99
	7.81920E+07
	905.00
	0.0000
	0.0000
	0.0000
	Power outage

	8/29/99
	7.83216E+07
	906.50
	1087.8653
	1155.5245
	1525.2923
	

	11/22/99
	8.57088E+07
	992.00
	1087.8653
	0.0000
	0.0000
	Outage – right rib

	11/24/99
	8.58816E+07
	994.00
	1087.8653
	1155.5245
	1525.2923
	

	2/11/00
	9.27072E+07
	1073.00
	0.0000
	0.0000
	0.0000
	Power outage

	2/11/00
	9.27720E+07
	1073.75
	1078.8421
	1184.6642
	1563.7568
	

	3/2/00
	9.44352E+07
	1093.00
	1029.1930
	1115.3660
	1472.2831
	Power reduction

	3/12/00
	9.52992E+07
	1103.00
	0.0000
	0.0000
	0.0000
	Power loss

	3/13/00
	9.54072E+07
	1104.25
	1029.1930
	1115.3660
	1472.2831
	

	5/2/00
	9.97056E+07
	1154.00
	964.5263
	1040.2813
	1373.1713
	Power reduction

	8/15/00
	1.08778E+08
	1259.00
	917.3463
	978.7397
	1291.9364
	Power reduction

	1/20/01
	1.22429E+08
	1417.00
	0.0000
	0.0000
	0.0000
	Power outage

	1/21/01
	1.22515E+08
	1418.00
	917.3463
	978.7397
	1291.9364
	

	5/1/01
	1.31155E+08
	1518.00
	875.5711
	925.4672
	1221.6168
	Power reduction

	7/1/01
	1.36426E+08
	1579.00
	0.0000
	0.0000
	0.0000
	Power outage

	7/1/01
	1.36490E+08
	1579.75
	875.5711
	925.4672
	1221.6168
	

	8/22/01
	1.40918E+08
	1631.00
	826.8171
	875.8317
	1156.0979
	Power reduction

	1/14/02
	1.53446E+08
	1776.00
	0.0000
	0.0000
	0.0000
	Heaters turned off

	1/14/06
	2.79677E+08
	3237.00
	0.0000
	0.0000
	0.0000
	Cooling period end

	NOTE:
Input DTNs for power data are listed in Table 7.1-1.  Each time represents the initiation of a particular period of heating (or power loss) that continues until the next time in the table.  Data are for a two-dimensional vertical slice.


7.1.4
Hydrologic and Geochemical Input Data

Sources of hydrologic and geochemical input data are listed in Table 4.1-1.  Other details regarding the use of or modifications to these data are given in Sections 7.1.5 and 7.1.6.

Thermodynamic data are described in Section 4.1.4 and presented in Appendix C.  Kinetic data are given in Table 4.1-3.  The mineral volume fractions reflect the mineralogical assemblage used in the current Tptpll THC seepage model (Appendix A).  Mineral reactive surface areas 
are given in Appendix B. Calculation of these data is presented in Sections 6.2.2.3, 6.2.2.4, 
and  6.4.3.

7.1.5
Initial and Boundary Conditions:  Hydrologic and Thermal

Hydrologic and thermal initial and boundary conditions are derived from the unsaturated zone (UZ) flow model at the location of borehole SD-9, which is the closest borehole to the location of the DST (DTN:  LB0701UZMTHCAL.001 [DIRS 179286]).  Hydrologic properties were obtained from DTN:  LB0610UZDSCP30.001 [DIRS 179180] for the 30th percentile infiltration rate scenario.  Thermal properties are identical to those used for the THC seepage model, and are listed in Section 4.1.1.2.  

The infiltration rate at SD-9 from the UZ 3-D flow model using the 30th percentile infiltration rate scenario is about 14.6 mm/yr.  This is significantly higher than the value of 0.36 mm/yr used by Birkholzer and Tsang (2000 [DIRS 154608]) that matched temperature data better than simulations using 3.6 mm/yr. Models and data for the ambient geochemistry of the UZ at Yucca Mountain (i.e., Cl, Sr, calcite) support a lower mean infiltration rate (around 5 mm/yr over the UZ flow model domain; Sonnenthal and Bodvarsson 1999 [DIRS 117127], p. 107; Liu et al. 2003 [DIRS 162470]; Xu et al. 2003 [DIRS 162124]) than the 30th percentile infiltration-rate scenario value of about 8 mm/yr.  Therefore, the validation to measured data may not be as good as for the case of a model developed specifically from data from the DST site, including the consideration of the local hydrological conditions.

Given these caveats, the nature and extent of this foundation work is substantially the same for the DST THC submodel and the THC seepage model used for repository prediction, and supports confidence that the THC seepage model uses consistent values for hydrologic and thermal properties, initial conditions, and boundary conditions.  Further details of the initial and boundary conditions are described below.

The top and bottom boundaries of the DST THC submodel are set to constant temperature, pressure, and liquid saturation, based on steady-state values obtained from simulations of a one-dimensional column extending from the land surface to the water table (borehole SD-9, as discussed above).  The top boundary of the two-dimensional model extends 150 m above and below the drift center, but does not reach either the land surface or the water table.  The bottom boundary condition is open to gas and to liquid flow.  The side boundaries of the domain are located 81.5 m away from the drift center on each side (outside of the test influence area) and are no-flux for mass and heat.  The air pressure and temperature in the observation drift are set to constant values, as given in the fracture medium at the approximate depth in the SD-9 steady‑state simulation.  Therefore, the values do not reflect temporal fluctuations in barometric pressure or tunnel air temperatures.  The heated drift wall is open to advection and conduction of heat and mass (e.g., air, water vapor, and CO2).

7.1.6
Initial and Boundary Conditions:  Geochemical

Initial and boundary geochemical conditions are set using qualified data, based on pore-water and mineralogical analyses and taken from the Technical Data Management System (TDMS).  Pore water data have been selected, over successive revisions of the model, from a relatively large set of measured data (Section 6.2.2.1), which provides confidence that the selected compositions represent the range of host rock conditions.  Additional discussion of the available pore-water data is provided in Section 4.1.5.  Two water samples were selected from this group:  HDPERM3 and ESFPERM4.  The approach used to set the initial and boundary conditions is described in the following paragraphs.

Initial geochemical data used in the simulations are given in Appendices A through C (sources in Tables 4.1-1).  All aqueous and gaseous species concentrations in the rock are initially set to a uniform value (Section 6.2.2.1).  The Heater Alcove and Observation Drift CO2 concentrations are fixed to approximately that of the atmosphere.  The Heated Drift CO2 concentration is initially set to the same value as that in the Observation Drift, but is allowed to exchange CO2 with the Heater Test Alcove and with the surrounding rock.  The simulations are performed with the geochemical system presented in Table 6.2-2.

Both the top and bottom boundary conditions are open to gas and aqueous species transport.  The top and bottom boundaries are also set so that no mineral reactions take place (and, therefore, no changes in aqueous species concentrations occur as a result of mineral–water reactions).  Their volumes are set to extremely large values so they act, essentially, as constant concentration boundaries.  The side boundaries are no-flux for gas and aqueous-species transport.

7.1.7
Model Validation Methods, Criteria, and Limitations

In the following sections, data and predictions are reviewed to demonstrate that the criteria specified in the TWP (SNL 2007 [DIRS 179287]) have been met for the DST THC submodel.  Because the THC seepage model uses the same conceptualization and mathematical treatment of THC coupled processes as the DST THC submodel, including the same thermodynamic and kinetic data, DST model validation effectively validates the THC seepage model.  Additional validation of the THC modeling approach is presented in Sections 7.2 and 7.3 where results of laboratory plug-flow and fracture-boiling experiments are compared to simulations.  

The THC seepage model is validated and the necessary confidence  is achieved by the following activities as listed in Section 6.3.2 of SCI-PRO-006:  “Corroboration of model results with data” and “Technical review through publication in a refereed professional  journal.”  These validation methods provide the most confidence in the conceptual and numerical models and their outputs.

7.1.7.1
Corroboration with Experimental Data

Data from the DST used for comparison consist of analyses of water and gas samples from borehole intervals between packers and observations of mineral precipitation in boreholes.  Intervals have been selected for comparison based upon the availability of a long, continuous sample record and the absence of confounding factors, such as the sampling interval being too long to compare with a particular gridblock or pair of gridblocks, or boreholes being near either end of the DST and affected by three-dimensional transport (see below).  The locations of the hydrology boreholes, sampling intervals, and temperature sensors are shown in Figure 7.1-4.  The planar radial arrays of hydrology boreholes 57-61, 74-78, and 185-186 are located approximately 10 m, 30 m, and 45 m from the bulkhead along the drift axis, respectively (Figure 6.3-4 and Table 6.3-2 in SNL 2007 [DIRS 177414]).  In many figures, the 74-78 array of hydrology boreholes is shown because this is closest to the center of the Heated Drift where temperatures are near a maximum, corresponding best to the 2-D model domain that represents a cross section through the Heated Drift, and where many gas samples were collected.  Some figures show the 57-61 array of hydrology boreholes because the majority of water samples were collected from these boreholes.
Differences between the DST THC submodel predictions and DST measurements are important.  There are several reasons (listed below) why individual measured data may lie outside the predictions, and yet support use of the DST THC submodel for validation.  It is important that these considerations are kept in mind when reviewing the model comparisons to measured data (in the following discussion, the term “model” refers to the DST THC submodel).

1.
The continuum model does not simulate individual fractures, which may intersect boreholes near sampling points, their aperture and frequency resulting in different flow rates and temperatures, thus affecting the chemistry of the gas and water samples in 
that interval.

2.
All samples were taken from long borehole intervals (approximately 8 to 10 m long), which cross regions of large gradients in gas species concentrations (up to a few orders of magnitude) and exhibit temperature variations of tens of degrees Celsius.  The sampling boreholes may alter composition of the incoming gas and liquid phase compositions from fractures, as a result of reactions with the fresh mineral surface area exposed on the borehole walls.
3.
The model does not consider all deviations from planned operation of the DST.  These deviations include the exact time periods of power losses, variations in heat loss through the bulkhead, changes in pressure from forced ventilation, the effect of the many DST boreholes, and barometric pressure fluctuation.  Changes predicted to occur at a particular time in the model may be shifted relative to the DST measured data by several months or more, resulting in large differences at a particular time even if the trends are followed.
4.
Gas and water samples are affected by condensation of water vapor as the sample cools in the collection tubes from the borehole interval to the sample containers.  This results in dilution by distillation of water vapor, and changes to CO2 concentrations.  The pH of the water may drop as distillate formed in the sampling apparatus is mixed 
with water from the sampled borehole.  Therefore, collected water samples may be diluted relative to fracture waters, and the modeled concentrations, even if the trends are similar.

The greatest effects from these mechanisms on the magnitude of differences in model–data comparisons may be expressed when the boiling front in the rock is proximal to the measurement location.  The magnitude of such differences may be compared to the difference between relatively dilute condensate in fractures, and waters concentrated by evaporation closer to the boiling front.
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Coordinates from DTN:  MO0002ABBLSLDS.000 [DIRS 147304].

NOTE:
OD = Observation Drift; HD = Heated Drift.  Borehole intervals are designated as 1, 2, 3, and 4 moving away from the Observation Drift (open circle designated “OD”).  Temperature sensors (not labeled) are shown as the small closed circles, and are designated similarly to the intervals (i.e., sensor 60-4 is the 4th sensor from the Observation Drift).  Boreholes 57 to 61, 74 to 78, and 185 and 186 are located approximately 10 m, 30 m, and 45 m from the bulkhead along the drift axis, respectively (Figure 6.3-4 and Table 6.3-2 in SNL 2007 [DIRS 177414]).
Figure 7.1-4.
Locations of Hydrology Boreholes, Sampling Intervals (numbered), and Temperature Sensors
Given these considerations, the following criteria are adopted for validation using model–data comparisons for the DST: 

· Predicted temporal trends in the concentrations of aqueous and gaseous chemical species, and spatial distribution of precipitated mineral phases, should be similar to field measurements.  Significant differences are explained qualitatively in terms of the physical and chemical processes.  The THC modeling approach uses average properties and simulates average response; local or short-term variability in the measured data is associated with effects that are not included in the model.

· Observed concentrations of gas and aqueous species, once adjusted for sample degassing and water vapor loss, match predicted concentrations to within an order of magnitude (up or down).  This range is justified for several reasons.  First, natural variability within the repository horizon pore waters is as much as five-fold for any given chemical species.  Second, TH (boiling and condensation) and THC processes (mineral–water–gas reactions) can lead to changes in the chemistry of water and gases by one or more orders of magnitude (Section 7.1.10.2) in response to small changes in temperature (e.g., around the boiling temperature of water).  Third, differences in aqueous species concentrations in the rock may develop over distances of tens of centimeters or less, because diffusion rates of aqueous species in the rock matrix are limited (Section 7.1.11.3).  Fourth, changes that the samples undergo during their extraction from the rock (e.g., cooling, degassing, condensation) have the potential for shifting aqueous species concentrations.  

Consistent with these potential contributions to uncertainty, the validation criterion of one order‑of-magnitude in concentration (or a pH unit, up or down) is smaller than the potential range, and is appropriate for predicted compositions for fracture and matrix waters over the time period of the DST.

As stated above, the THC seepage model approach uses average properties and simulates averaged responses, and does not predict small-scale or short-term events such as the spike in CO2 after 48 months in borehole 75 of the DST (Section 7.1.10).  Furthermore, experimental measurements of CO2 and pH are directly impacted by sampling methodology, including changes in temperature and pressure, and sample degassing.  Accordingly, validation of a given parameter may be done indirectly through examination of correlated parameters (e.g., pH, which is associated with significant data uncertainty, can be validated by comparing CO2 gas concentrations as well as the corroborative validation of dissolved carbonate concentrations).

7.1.7.2
Publication in a Refereed Technical Journal
As described in Section 6.3.2 of SCI-PRO-006, technical review through publication in a refereed technical journal provides additional confidence in the THC seepage model.  Essentially the same THC seepage model has been published in Journal of Contaminant Hydrology (Spycher et al. 2003 [DIRS 162121]).  A second article in Journal of Contaminant Hydrology (Dobson et al. 2003 [DIRS 165949]) does not directly address the THC seepage model, but evaluates fracture sealing due to mineral precipitation for a Yucca Mountain tuff, and provides added confidence in the conceptual model implemented in simulations.  
7.1.8
THC Simulations

In the following sections, DST THC submodel simulations are described.  Only the current simulation results are shown.  All parameters have been updated to the current property sets and  are consistent with the THC seepage model.

Seven THC simulations were performed for this report using TOUGHREACT V3.1.1:

1. 30th percentile properties, 14.46 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of 1 hour (simulation dst_thc_r05_1)
2. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of 20 minutes (simulation dst_thc_r05_2)
3. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one day (simulation dst_thc_r05_2dt1day)
4. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour (simulation dst_thc_r05_3)
5. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour, amorphous antigorite rate increased (simulation dst_thc_r05_4)
6. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, ESFPERM4 initial pore water, maximum time step of one hour (simulation dst_thc_r05_5)
7. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour, rates of feldspars increased by a factor of 100 (simulation dst_thc_r05_6).
In most of the DST THC submodel simulations, HDPERM3 water (W0; Table 6.2-1) 
was used as the starting water, because this water was recovered from borehole core from 
Alcove 5, near the DST.  A similar water from this same area was also used as input:  ESFPERM4 (W10; Table 6.2-1).  All input and output data files for the DST THC simulations are given in Appendix G, and have been submitted to the TDMS under Output DTN:  LB0705DSTHC005.002.

Sections 7.1.9 through 7.1.14 present the model results, representative data from the DST, and the model–data comparisons that support validation of the THC seepage model.  Section 7.1.9 describes the prediction of thermal-hydrologic conditions, which is covered in more detail by Drift-Scale Coupled Processes (DST and TH Seepage) Models (BSC 2005 [DIRS 172232], Section 7.4).  Section 7.1.10 presents the model–data comparisons for gas-phase CO2, an important variable that controls carbonate chemistry and directly affects the chemical environment in the emplacement drifts.  Section 7.1.11 describes model–data comparisons for aqueous species, which were analyzed in samples of fracture water collected in DST boreholes.  Section 7.1.12 describes mineralogical changes predicted by the DST THC submodel, with comparison to the available analysis of minerals formed during the test.  Section 7.1.13 describes the predicted changes in fracture and matrix porosity, and the implication for bulk permeability, with discussion of the observed indications of permeability change in the DST.  Finally, Section 7.1.14 presents representative 14C isotopic analysis of gas samples, and interprets the evolution of 14CO2 during the heating phase in terms of the operant chemical processes in the DST THC submodel.

7.1.9
Simulation Results:  Thermal and Hydrologic Evolution

The main driving force for changes in the hydrologic and chemical behavior of the system is the thermal load applied to the system.  The resulting changes in temperature, liquid saturation, and gas-phase composition lead to changes in the chemistry of water and gas, as well as mineral dissolution and precipitation.  A more complete discussion of thermal-hydrologic processes is presented in Drift-Scale Coupled Processes (DST and TH Seepage) Models (BSC 2005 [DIRS 172232]).  Key aspects of the thermal-hydrologic behavior of the DST that drive the chemical evolution of the system are discussed briefly in this section.

The simulation results for the TH evolution of the DST, as well as all other simulation results shown in this section, are based on simulations 1 and 4 above, performed using the EOS4 module in TOUGHREACT V3.1.1.  These simulations were chosen for comparison because they start with different initial matrix liquid saturations, owing to the order-of-magnitude difference in infiltration rate used for the steady-state simulations.  The higher initial liquid saturations in the first simulation (14.46 mm/yr infiltration rate steady-state) led to an initial matrix liquid saturation of about 0.99, compared to about 0.92 for the simulation at the 1.446 mm/yr infiltration rate.

Combined with the high initial liquid saturation, low matrix permeabilities in the model parameter set and a small gas relative permeability led to higher matrix pore pressure, thus delaying boiling more substantially than the capillary-pressure-lowering effect.  In addition, coupled effects of mineral precipitation/dissolution on flow did not significantly affect the TH evolution of the DST.

The modeled temperatures in the drift reflect the heat input at the drift center (at the approximate location of the electrical canister heater) and subsequent heat transfer to the drift wall (Figure 7.1-5).  Differences in temperature between the drift center (Figure 7.1‑5) and drift wall near the top (drift crown) are approximately 20(C, similar to the differences observed 
between electrical canister temperatures and drift-crown temperature measurements (DTN:  MO0007SEPDSTPC.001 [DIRS 153707]).  Sharp temperature drops are the result of power losses, heater failures, and/or intentional power reductions.

Drift-wall temperatures predicted by the two-dimensional model eventually exceed the maximum measured values by about 20(C (not shown – they parallel the drift temperature).  However, predicted temperatures in the rock are typically closer to measured values (Figure 7.1‑6).  There are several reasons for the elevated temperature in the drift.  First, the two‑dimensional cross section can only approximate the exchange of heat through the rock along the axis of the DST.  Second, heat lost through the bulkhead by a combination of advection and diffusion is uncertain and is approximated using a bulkhead correction that is essentially one‑dimensional.  Therefore, this model is most applicable to areas near the center of the test:  away from both the bulkhead and the distal end of the Heated Drift.  For application to repository simulation, the THC seepage model is used similarly, to predict the composition of waters in the host rock that could potentially seep into drifts.

Other factors that control the temperature response of the drift wall include thermal properties (conductivity, heat capacity) of the rock and the representation of heat-transfer processes in the drift (i.e., the approximate treatment of thermal radiation and convection).  However, comparison of temperatures measured in the rock with simulated temperatures provides an effective test of validity for treatment of heat transfer to the rock.  Confidence in the approach used is supported by the close agreement with measured temperatures (Figure 7.1-6).

[image: image5.png]Temperature [°C]

200
175
150
125
100

o & 8

12

24 36 48 60
Test Duration [months]

72





Output DTN:  LB0705DSTHC005.002.

Figure 7.1-5.
Drift Center Modeled Temperatures over the Preheating, Heating, and Cooling Periods of the DST
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Output DTN:  LB0705DSTHC005.002 (modeled values).

NOTE:
Modeled temperatures are for a nearby grid node.  Location of temperature sensor is indicated on Figure 7.1-4.  See Table 7.1-1 for DTNs for measured temperatures.

Figure 7.1-6.
Comparison of Modeled and Measured Temperatures over Time (infiltration rates of about 14 and 1.4 mm/yr) for the Sensor Located at Hydrology Borehole Packer 60-4
The modeled distributions of fracture and matrix liquid saturation (with temperature contours overlain) are shown in Figure 7.1-7.  The plots correspond to one and four years from the initiation of the heating phase, and at eight years (planned end of cooling phase).  The extent of the dryout zone increases over the heating period and is larger in the fractures than in the matrix.  A wider spatial interval between the 90(C and 100(C isotherms indicates the presence of an isothermal boiling/condensation (heat pipe) zone, which is especially well developed above the wing heaters.  An extensive drainage zone extending several tens of meters in the fractures below the heaters contrasts with a very narrow high-saturation zone above the heaters, where water is continuously diverted around the heated zone.  The narrow band of increased fracture saturation above the heaters is characterized by temperatures of about 90(C to 95(C.  Typically, water was collected from hydrology boreholes when this heat-pipe zone intersected the borehole intervals (Figure 7.1-4) (BSC 2005 [DIRS 172232], Section 7.4.3).  During the DST, saturation changes in the rock were monitored using ground-penetrating radar and electrical resistance tomography (BSC 2005 [DIRS 172232], Section 7.4.1).  The spatial distribution of the observed changes in matrix saturation are similar to model results, as discussed further in Drift-Scale Coupled Processes (DST and TH Seepage) Models (BSC 2005 [DIRS 172232], Section 7.4.3.2).
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Output DTN:  LB0705DSTHC005.002.

NOTE:
Borehole intervals where water and/or gas samples were collected are shown in Figure 7.1-4.

Figure 7.1-7.
Modeled Liquid Saturation (colors) and Temperature (contour lines) in the DST at One, Four, and Eight Years (matrix:  a, c, and e; fracture:  b, d, and f).

7.1.10
Gas-Phase CO2 Evolution:  Measured Compositions and Simulation Results

The evolution of CO2 concentrations in the gas phase is discussed in this section.  Simulation results are compared to concentrations measured in gas samples taken from boreholes during the entire heating phase of the DST.  The concentration of CO2 in the gas phase is a function of temperature, pressure, aqueous-phase chemistry, mineral–water reactions, and advective and diffusive transport.  From a model validation standpoint, the strong effect of CO2 partial pressure on water pH and the final brine composition formed upon evaporation make the analysis of CO2 distributions in the DST important.  Numerous measurements of CO2 concentrations in gas collected from the DST have been made as a function of space and time, and therefore a more complete comparison of the model results to CO2 data can be made than to the relatively fewer number of water-chemistry measurements.  CO2 concentrations in gases collected from the DST also provide a qualitative measure of the influence of atmospheric gas on the system, because of the relatively low and constant value in the atmosphere (( 400 ppmv).  Isotopic compositions of CO2 (discussed in Section 7.1.14) yield insight into the sources of CO2.

7.1.10.1
Gas Sampling and CO2 Measurements

Gas sampling, analytical methods, and compositional data are discussed in Thermal Testing Measurements Report (SNL 2007 [DIRS 177414], Section 6.3.4.2).  Gas samples were taken from several meter-long borehole intervals that spanned a wide range of temperatures as a result of their orientation relative to the heaters.  As part of the sampling procedure, the gas samples had much of their water vapor removed before analyses were performed, and therefore measured CO2 concentrations are for the noncondensable gas fraction.  The noncondensable gas fraction is very high (>95%) at the ambient temperature of about 25(C, but may drop to extremely low values (<1%) under boiling conditions.  Hence, reported CO2 concentrations at temperatures close to boiling are much higher than if the measurements were made on a “complete” gas composition (air + CO2 + H2O).  This effect must be considered when comparing model results to measured values.

An example of the distributions of measured CO2 concentrations (DTNs are listed in Table 7-1) after one year and after 15 months of heating is shown in Figure 7.1-8.  Comparison of the 15‑month to the one-year data shows that in nearly all of the boreholes, the CO2 concentrations are higher at 15 months, owing to heating of pore water and exsolution of CO2 into the gas phase.  Areas that have maintained CO2 concentrations close to the ambient value in the “rock” of around 1,000 ppmv (log volume fraction = –3) can be seen near the observation drift.  However, very close to the Observation Drift, some of the values are lower, suggesting that mixing with atmospheric gas may have taken place.
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Source:  DTN:  LB990630123142.003 [DIRS 111476].

NOTE:
Concentrations refer to intervals between pairs of points.

Figure 7.1-8.
Measured Concentrations of CO2 (log vol. fraction) in Gas Phase around the DST at 1 Year and at 15 Months

7.1.10.2
Modeled Spatial Distribution of CO2
Model results are presented for Simulation 4 (1.446 mm/yr infiltration rate case), because the overall initial conditions (matrix liquid saturation) are closest to that observed at the DST, as described previously.  Modeled distributions of CO2 concentrations (log ppmv) in fractures are shown at yearly intervals during the heating phase (Figure 7.1-9) and during the cooling phase (Figure 7.1-10).  Temperature contours for the rock matrix are overlain.  Over the heating phase of four years, a region of highly elevated CO2 concentrations, centered approximately at the 60(C isotherm, is seen to move gradually outward from the heaters.  Outside this region, CO2 concentrations gradually decrease to the ambient value in equilibrium with pore water (approximately 1,000 ppmv).  Maximum CO2 concentrations of around 50,000 ppmv are located above and below the wing heaters and Heated Drift.  Toward the heaters, CO2 concentrations drop off more sharply with increasing temperature, decreasing to values below 10 ppmv.  This sharp decline takes place as a result of the CO2 degassed during heating of the pore water, its transport outward, and displacement of air and CO2 by steam generated during boiling.
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Output DTN:  LB0705DSTHC005.002.

NOTE:
Compare to measured concentrations in Figures 7.1-8, 7.1-12, and 7.1-13.

Figure 7.1-9.
Modeled Gas Phase CO2 Concentrations (log ppmv) in Fractures, and Matrix Temperatures (contour lines) during the Heating Phase of the DST at 1, 2, 3, and 4 Years

The zone of maximum CO2 concentrations also transects the hydrology borehole intervals as 
it migrates outwards, with some intervals registering a two order-of-magnitude variation 
between them.

The effect of the atmospheric CO2 concentration of the gas in the Observation Drift on its surroundings is evident up to about 10 m from the drift wall.  However, effects on the fracture gas composition are relatively minor beyond about 5 m from the drift wall.  Carbon dioxide concentrations in the Heated Drift stay close to the atmospheric value, owing to transport (advection and diffusion) between the Heater Test Alcove (set to atmospheric CO2) and the Heated Drift.

The modeled cooling phase of the DST (Figure 7.1-10) is characterized by a gradual re‑equilibration of CO2 concentrations throughout the DST area, via cooling, gas-phase diffusion, and flow of gas and water.  The zone of peak CO2 concentrations continues to migrate outward, though the temperature at the peak concentration decreases to about 50(C at six years to 40(C after eight years.  Exchange of atmospheric gas among the Heated Drift, Heater Test Alcove, and rock around the Heated Drift is clearly evident.
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Output DTN:  LB0705DSTHC005.002.

Figure 7.1-10.
Modeled Gas Phase CO2 Concentrations (log ppmv) in Fractures, and Matrix Temperatures (contour lines) during the Cooling Phase of the DST at 5, 6, 7, and 8 Years

7.1.10.3
Modeled and Measured CO2 Concentrations over Time

Validation of the DST THC submodel for the prediction of the temporal evolution of CO2 concentrations is performed by comparison of measured values from intervals repeatedly sampled from February 1998 through January 2002 (DTNs listed in Table 7-1) to model results.  The locations of the gridblock central coordinates relative to the gas collected in borehole intervals from which the gas samples were taken are illustrated in Figure 7.1-11.  Because the measured concentrations come from borehole intervals that are several meters long, and not from a specific location, model data are chosen from the gridblock closest to the center of the interval.  If a gridblock is not centered on the borehole, a gridblock closest to the center is chosen on the outer (cooler) side of the borehole.  Gridblocks on the cooler side should compare more closely to the measured data because the two-dimensional model, having no heat loss in the rock perpendicular to the drift, produces temperatures that are somewhat higher than the measured temperatures after approximately the first year of heating.  However, measured temperatures may be higher prior to that time (refer back to the temperature comparison in Figure 7.1-6).
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Output:  DTN:  LB0705DSTHC005.002.

NOTE:
Borehole intervals from which gas samples were taken are shown in the hachured regions.

Figure 7.1-11.
Close-Up of DST Grid, Showing Nodes Used to Extract Model Data for Comparison to Concentrations Measured in Gas Samples

The modeled values in Figure 7.1-12 have been modified to reflect the proportion of CO2 in the noncondensible gas (NCG) proportion for comparison to measured data.  Modeled CO2 concentrations have been corrected for the approximate amount of water removed during chilling of the gas sample from the temperature of the sampling interval to 4(C, 25(C, and assuming all water was removed.  The actual temperature of the chiller was 4(C; however, the efficiency of the unit was such that not all water was taken out when the gas was at boiling temperatures (SNL 2007 [DIRS 177414], Section 6.3.4.2.5).  For gases with temperatures below approximately 60(C, the correction is relatively small; however, at temperatures near boiling, the correction may be several orders of magnitude (Section 7.1.10.1).  Figure 7.1-12 shows an example of the effect of the correction on the CO2 concentrations for borehole interval 75-3.

Figure 7.1-13 shows measured CO2 concentrations compared to modeled values corrected to varying levels of moisture removal, as discussed in the previous paragraph.  The model results are fairly similar from the initial time up to the peak concentration, but then are very different as the proportion of air in the gas phase declines.  The correction for calculating the proportion of CO2 becomes very large as the NCG content of the gas declines to well below 1%.  For the measurements, some contamination with air takes place if the water condenses and the pressure drops strongly.  Therefore, the most representative correction is probably somewhere between the  value at 4(C and that at 25(C. 

Model results are presented up to the end of the cooling phase of the DST, with measurements primarily during the heating phase and early in the cooling phase (up to nearly 2 years into the cooling phase).  In many locations, as a result of prolonged elevated temperatures, the packers were deflated and the data no longer reflected a single interval.  At this point, the data were not plotted because they reflected mixing over too large a volume. 

In the hottest interval above the Heated Drift (76-3), the measured concentrations remained low from 2 years after heating was initiated until after the cooling phase had begun.  Except for one sample that may have been predominantly water vapor, similar but delayed behavior took place in 75-3.  Modeled compositions shown for 74-3 are given as an average of the values from the “upper” and “lower” gridblocks shown in Figure 7.1-11.  For interval 78-3, only the concentrations from the center are plotted.

Trends in modeled CO2 concentrations are clearly followed for all borehole intervals evaluated.  Deviations in concentrations for certain samples can be attributed to the factors discussed in Section 7.1.7.1.  The comparisons of simulated and measured (corrected) CO2 concentrations are generally within an order of magnitude, except for low-concentration, high-temperature samples, where the correction due to condensation of water vapor is large.  It was clear that higher initial liquid saturations lead to higher maximum CO2 concentrations, further from the measured concentrations.  The effect of a different maximum time step was significant for the CO2 concentrations, where a smaller maximum time step led to higher maximum concentrations and lower minimum values.  However, the difference between the twenty-minute and one-hour maximum time step was relatively minor, so the hour time step was chosen for the majority of the simulations. 

The high initial saturations led to a near-fully saturated matrix and a slower loss of vapor into fractures.  The “second” peak in the data at 48 months is not consistent with any process predicted to occur in the rock and is associated with near-boiling sampling conditions, when only a tiny fraction of the gas is noncondensable and the potential error in the correction for water‑vapor extraction is relatively large.  Accordingly, the validation criteria discussed in Section 7.1.7 are met.
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Source:
Appendix M (measured CO2); Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
Temperatures are shown with values corresponding to right axis.  See text for discussion of the outliers at 48 months.

Figure 7.1-12.
Comparison of Measured and Corrected Model CO2 Concentrations for Borehole Interval 75-3 for Simulations dst_thc_r5_01 (high infiltration rate) and dst_thc_r5_03 (low infiltration rate)
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Source:
Appendix M (measured CO2); Output DTN:  LB0705DSTHC005.002 (modeled).
NOTE:
Temperatures are shown with values corresponding to right axis.
Figure 7.1-13.
Comparison of Modeled CO2 Concentrations (corrected to different NCG fractions) in Fractures to Measured Concentrations in Boreholes:  (a) Borehole Interval 74-3 (average of bounding gridblocks); (b) Borehole Interval 74-3 (average of bounding gridblocks); (c) Borehole Interval 75-3; (d) Borehole Interval 76-3; (e) Borehole Interval 78-3 (interval center)
7.1.11
Aqueous Species Evolution

7.1.11.1
Chemistry of Waters Sampled during the Drift Scale Test

Water samples were collected from several hydrology boreholes during the heating phase 
of the DST.  Collection dates, volumes, and field measurements (e.g., pH) for all water samples are presented in Thermal Testing Measurements Report (SNL 2007 [DIRS 177414], Table 6.3‑24).  Cation and anion analyses of the water samples are given in Table 6.3-25 (DTN:  LL020709923142.023 [DIRS 161677]) of the same report.  The latter table lists all samples that were analyzed, regardless of their origin.  In particular, many samples were collected from borehole intervals above boiling temperatures and were clearly derived from water vapor that condensed in the tubing leading out of the interval.  In most cases, such samples are clearly recognizable from the water samples pumped directly out of boreholes (and in contact with rock), based on (1) their significantly lower pH (most below pH 5) relative to water samples that accumulated inside the boreholes (nearly all above pH 6), (2) their extremely low anion and cation content (total dissolved solids around 10 ppm or less), and (3) very low total Si concentrations (most much less than 10 mg/L) compared to water samples having total Si concentrations mostly greater than 40 mg/L.  

Specific exceptions to these criteria are those samples collected from intervals at high temperatures (>140(C) that have relatively low pH values (< pH 4), elevated F– concentrations (>10 mg/L), and relatively high total Si values, but contain few other measurable constituents.  Experimental studies confirmed the hypothesis that the breakdown of fluoroelastomer packer materials at elevated temperatures was responsible for the unusual water compositions that formed as high-temperature vapor condensed in tubing and was collected as water (SNL 2007 [DIRS 177414], Table 6.3.4.1‑1).  In addition, some waters may have been affected by degradation of neoprene packers in sub-boiling zones, such as the high-Cl water collected from borehole 59, interval 4 (Williams 2003 [DIRS 163765]).

Chemical analyses of water samples that, based upon the compositional criteria discussed above, were wholly or mostly derived from water that had resided in a borehole (rather than formed during condensation of water vapor in the collection tube) are given in Table 7.1-3.  The intervals where these waters were collected are shown as the blue shaded zones in Figure 7.1-14.  The water samples collected during the test were obtained from zones that were hotter than the temperatures given for the samples, because the samples cooled substantially as they were pumped out of the rock through the sample collection tubing and into the sample containers.  Also listed in Table 7.1-3 are the compositions of pore waters that had been ultracentrifuged out of the rock matrix from a dry-drilled borehole near the DST (HD-PERM designations).  Although the samples that were considered as forming from condensed vapor in the extraction lines are not listed in this table, they are plotted when available.

Table 7.1-3.
Measured Concentrations in Tptpmn Pore Water from Alcove 5 and Chemistry of Water Samples from Hydrology Boreholes

	SMF No. (SPC0…)
	1002488
	1002586
	1002525
	05279699
	05279689
	0527915a
	0527977a
	0527916a
	0541804a
	1541804a,b
	05043968
	0529637-#1a
	0529637-#2a

	Collection Date
	Pre-Heating
	Pre-Heating
	Pre-Heating
	06/04/98
	06/04/98
	08/12/98
	06/04/98
	08/12/98
	11/12/98
	11/12/98
	01/26/99
	03/30/99
	03/30/99

	Collection Time
	
	
	
	
	
	
	
	
	
	
	
	9:50 AM
	9:55 AM

	Sample ID
	PERM-1c
	PERM-2c
	PERM-3c
	BH 60-2
	BH 60-2
	BH 60-2
	BH 60-3
	BH 60-3
	BH 60-3
	BH 60-3
	BH 60-3
	BH 60-3
	BH 60-3

	Field pHd
	7.79
	8.32
	8.31
	7.5
	na
	6.9
	7.7
	6.8
	6.92
	6.92
	7.4
	8.0
	na

	Metals / Cations
	
	
	
	
	
	
	
	
	
	
	
	
	

	Na (mg/L)
	60.5
	61.0
	61.5
	20.0
	na
	20.4
	24.0
	17.2
	10.1
	20.3
	19.1
	11.2
	11.0

	Si (mg/L)
	37
	31
	35
	56
	na
	51.8
	41
	43.5
	60.0
	53.8
	65.0
	62.8
	59.8

	Ca (mg/L)
	98.17
	106.17
	96.67
	20
	na
	19.9
	25
	18.7
	15.3
	13.9
	5.93
	2.06
	2.27

	K (mg/L)
	6.0
	7.0
	9.0
	6.0
	na
	5.4
	4.5
	4.5
	8.7
	7.8
	4.1
	2.4
	2.4

	Mg (mg/L)
	25.65
	16.55
	17.35
	2.9
	na
	1.21
	5.7
	4.0
	3.35
	3.00
	1.17
	0.27
	0.26

	Al (mg/L)
	< 0.06
	< 0.06
	< 0.06
	0.12
	na
	< 0.06
	0.017e
	0.003e
	0.033e
	0.033e
	< 0.06
	0.36, 0.27e
	0.36, 0.27e

	B (mg/L)
	3.05
	2.75
	2.75
	1.2
	na
	1.84
	0.92
	1.14
	1.58
	1.41
	1.75
	2.10
	2.11

	S (mg/L)
	42.25
	38.6
	38.65
	5.5
	na
	4.5
	9.2
	5.2
	11.6
	10.5
	6.4
	1.83
	1.82

	Fe (mg/L)
	< 0.02
	< 0.02
	< 0.02
	0.04
	na
	0.02
	< 0.02
	0.12
	0.02
	< 0.02
	< 0.02
	< 0.02
	< 0.02

	Li (mg/L)
	0.1
	0.45
	0.05
	0.07
	na
	0.03
	0.07
	0.040
	0.040
	0.040
	0.02
	0.02
	< 0.01

	Sr (mg/L)
	1.4
	1
	1.05
	0.18
	na
	0.11
	0.34
	2.21
	0.22
	0.20
	0.09
	0.02
	0.02

	Anions
	
	
	
	
	
	
	
	
	
	
	
	
	

	HCO3 (mg/L)f
	
	
	
	na
	na
	na
	na
	na
	na
	na
	41
	25.0
	na

	F (mg/L)
	0.36
	0.96
	0.76
	na
	1.00
	0.71
	0.82
	0.43
	0.49
	0.50
	1.27
	1.02
	0.97

	Cl (mg/L)
	122.73
	109.93
	123.13
	na
	10
	6.14
	16
	5.52
	19.5
	19.6
	10.3
	4.15
	3.92

	Br (mg/L)
	0.6
	0.76
	1.2
	na
	0.84
	0.05
	0.73
	0.21
	0.6
	0.51
	0.15
	< 0.04
	< 0.04

	SO4 (mg/L)
	124.18
	111.38
	119.78
	na
	17
	4.88
	30
	8.81
	30.6
	30.8
	13.5
	3.83
	3.75

	PO4 (mg/L)
	< 0.07
	< 0.07
	< 0.07
	na
	< 0.07
	0.25
	< 0.07
	0.16
	< 0.2
	< 0.2
	< 0.05
	< 0.05
	< 0.05

	NO2 (mg/L)
	< 0.04
	< 0.04
	< 0.04
	na
	< 0.01
	< 0.04
	< 0.01
	< 0.04
	< .10
	< .10
	< .03
	< 0.03
	< 0.03

	NO3 (mg/L)
	21.72
	2.52
	10.40
	na
	3.00
	0.46
	3.6
	0.60
	3.38
	3.17
	2.56
	0.92
	0.84


INTENTIONALLY LEFT BLANK
Table 7.1-3.
Measured Concentrations in Tptpmn Pore Water from Alcove 5 and Chemistry of Water Samples from Hydrology Boreholes (Continued)

	SMF No. (SPC0…)
	0551159a
	0551160a
	0557029a
	0557032
	0557033a
	0557080
	0557081
	0557083
	0557022
	0550671
	0550673
	0550681
	0550682

	Collection Date
	08/09/99
	08/09/99
	10/27/99
	10/27/99
	10/27/99
	11/30/99
	11/30/99
	11/30/99
	01/25/00
	01/25/00
	01/25/00
	05/23/00
	05/23/00

	Collection Time
	
	
	
	
	
	
	
	
	
	
	
	
	

	Sample ID
	BH 59-2(AC)
	BH 59-2(BC)
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2

	Field pHd
	na
	na
	na
	5.93
	6.08
	6.86
	7.24
	na
	7.07
	6.68
	na
	6.96
	6.96

	Metals / Cations
	
	
	
	
	
	
	
	
	
	
	
	
	

	Na (mg/L)
	30
	24
	na
	9.2
	9.2
	6.6
	7.7
	na
	8.1
	6.6
	na
	17
	18

	Si (mg/L)
	78
	81
	na
	44.5
	44.9
	38.0
	39.9
	na
	42.8
	41.7
	na
	59.4
	59.2

	Ca (mg/L)
	47
	39
	na
	7.53
	7.47
	4.33
	5.63
	na
	7.54
	2.89
	na
	4.7
	4.4

	K (mg/L)
	8
	6
	na
	3.4
	3.6
	2.6
	3.0
	na
	3.6
	2.8
	na
	4.3
	4.4

	Mg (mg/L)
	13
	11
	na
	1.81
	1.72
	1.02
	1.38
	na
	1.78
	0.72
	na
	1.1
	1.1

	Al (mg/L)
	< 0.2
	< 0.2
	na
	0.033g
	0.033g
	0.030
	0.030
	na
	< 0.05
	0.043
	na
	< 0.053
	< 0.053

	B (mg/L)
	0.8
	0.6
	na
	0.27
	0.21
	0.14
	0.17
	na
	0.29
	0.21
	na
	na
	na

	S (mg/L)
	22
	17
	na
	2.52
	2.50
	0.76
	1.33
	na
	6.44
	0.65
	na
	na
	na

	Fe (mg/L)
	0.41
	0.32
	na
	0.20
	0.19
	0.09
	0.14
	na
	0.07
	< 0.02
	na
	< 0.038
	< 0.038

	Li (mg/L)
	< 4
	< 4
	na
	0.16
	0.01
	0.01
	0.01
	na
	< 0.01
	< 0.01
	na
	0.021
	0.022

	Sr (mg/L)
	0.54
	0.45
	na
	0.11
	0.08
	0.06
	0.08
	na
	0.091
	0.036
	na
	< 0.013
	< 0.013

	Anions
	
	
	
	
	
	
	
	
	
	
	
	
	

	HCO3 (mg/L)f
	na
	na
	23.5
	na
	23.5
	na
	na
	22.3
	na
	na
	22.8
	31.4
	31.4

	F (mg/L)
	0.725
	0.575
	0.27
	na
	0.27
	na
	na
	0.35
	na
	na
	0.73
	0.58
	0.55

	Cl (mg/L)
	88.3
	71.0
	9.5
	na
	9.1
	na
	na
	5.0
	na
	na
	3.8
	10.15
	10.6

	Br (mg/L)
	0.515
	0.46
	0.61
	na
	0.58
	na
	na
	< 0.03
	na
	na
	< 0.1
	< 0.1
	0.38

	SO4 (mg/L)
	64.2
	53.5
	6.2
	na
	6.3
	na
	na
	2.8
	na
	na
	1.8
	2.9
	3.18

	PO4 (mg/L)
	< 0.02
	< 0.02
	< 0.02
	na
	< 0.02
	na
	na
	< 0.02
	na
	na
	0.62
	< 0.2
	< 0.2

	NO2 (mg/L)
	< 0.007
	< 0.007
	< 0.007
	na
	< 0.007
	na
	na
	< 0.007
	na
	na
	< 0.05
	< 0.06
	< 0.06

	NO3 (mg/L)
	3.79
	2.83
	1.32
	na
	1.40
	na
	na
	< 0.02
	na
	na
	0.77
	0.56
	0.54
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Table 7.1-3.
Measured Concentrations in Tptpmn Pore Water from Alcove 5 and Chemistry of Water Samples from Hydrology Boreholes (Continued)

	SMF No. (SPC0…)
	0550684
	0550693
	0550694
	0550691
	0550689
	0550690
	0530398
	0557036a
	0557038a
	0552575
	0557043
	0541803a
	0541803a,b

	Collection Date
	05/23/00
	06/29/00
	06/29/00
	06/29/00
	06/29/00
	06/29/00
	01/23/01
	10/27/99
	10/27/99
	11/30/99
	11/30/99
	11/12/98
	11/12/98

	Collection Time
	
	
	
	
	
	
	
	
	
	
	
	
	

	Sample ID
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-2
	BH 59-3
	BH 59-3
	BH 59-3
	BH 59-3
	BH 59-4
	BH 59-4

	Field pHd
	6.95
	6.99 to 7.08
	6.99 to 7.08
	7.00
	na
	na
	na
	na
	6.64
	7.47
	na
	6.63
	6.63

	Metals / Cations
	
	
	
	
	
	
	
	
	
	
	
	
	

	Na (mg/L)
	17
	16
	15
	< 4.8
	na
	na
	29
	na
	19.3
	15.6
	na
	22.6
	135

	Si (mg/L)
	59.3
	62.7
	57.5
	36.3
	na
	na
	84.5
	na
	84.2
	92.5
	na
	33.5
	44.2

	Ca (mg/L)
	4.5
	4.3
	3.8
	2.0
	na
	na
	7.8
	na
	13.2
	2.86
	na
	476
	450

	K (mg/L)
	4.4
	4.7
	4.2
	2.5
	na
	na
	5.8
	na
	5.6
	3.9
	na
	29.5
	37.8

	Mg (mg/L)
	1.1
	1.1
	1.0
	0.54
	na
	na
	1.8
	na
	1.49
	0.29
	na
	64.1
	83.9

	Al (mg/L)
	< 0.053
	< 0.053
	< 0.053
	< 0.11
	na
	na
	< 0.053
	na
	0.040
	0.071
	na
	0.01e
	< 0.06

	B (mg/L)
	na
	na
	na
	na
	na
	na
	na
	na
	0.86
	1.06
	na
	4.47
	4.13

	S (mg/L)
	na
	na
	na
	na
	na
	na
	na
	na
	14.48
	3.25
	na
	50.7
	64.8

	Fe (mg/L)
	< 0.038
	< 0.038
	< 0.038
	< 0.076
	na
	na
	< 0.038
	na
	< 0.02
	< 0.02
	na
	< 0.02
	< 0.02

	Li (mg/L)
	0.021
	0.019
	0.018
	0.010
	na
	na
	0.033
	na
	0.02
	0.02
	na
	0.21
	0.20

	Sr (mg/L)
	< 0.013
	< 0.013
	< 0.013
	< 0.026
	na
	na
	< 0.013
	na
	0.13
	0.03
	na
	4.02
	3.71

	Anions
	
	
	
	
	
	
	
	
	
	
	
	
	

	HCO3 (mg/L)f
	31.4
	na
	na
	na
	29.4
	29.4
	na
	12.4
	12.4
	na
	20.7
	na
	na

	F (mg/L)
	0.49
	na
	na
	na
	0.18
	0.15
	0.78
	0.64
	0.73
	na
	1.3
	0.8
	4.3

	Cl (mg/L)
	10.15
	na
	na
	na
	0.90
	0.32
	25.20
	12.9
	12.9
	na
	8.8
	1,130
	1,250

	Br (mg/L)
	< 0.1
	na
	na
	na
	0.62
	0.48
	< 0.1
	0.89
	0.51
	na
	< 0.03
	1.13
	< 0.07

	SO4 (mg/L)
	3.1
	na
	na
	na
	0.5
	0.42
	9.5
	40.7
	40.3
	na
	8.2
	226
	213

	PO4 (mg/L)
	< 0.2
	na
	na
	na
	< 0.2
	< 0.2
	< 0.2
	< 0.04
	< 0.04
	na
	< 0.02
	< 5
	< 0.2

	NO2 (mg/L)
	< 0.06
	na
	na
	na
	< 0.06
	< 0.06
	< 0.06
	< 0.01
	< 0.01
	na
	< 0.007
	< 3
	< 10

	NO3 (mg/L)
	0.71
	na
	na
	na
	0.65
	0.48
	0.99
	3.06
	3.05
	na
	2.4
	3.12
	7.81
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Table 7.1-3.
Measured Concentrations in Tptpmn Pore Water from Alcove 5 and Chemistry of Water Samples from Hydrology Boreholes (Continued)

	SMF No. (SPC0…)
	0504397a
	0551169a
	0559464
	0559458
	0559456
	1016082
	0557040a
	0552578
	0552579
	0550697
	0541805a
	0541805a,b
	0527961a

	Collection Date
	01/26/99
	08/10/99
	04/17/01
	04/17/01
	04/17/01
	01/07/02
	10/27/99
	11/30/99
	11/30/99
	05/23/00
	11/12/98
	11/12/98
	01/26/99

	Collection Time
	
	
	
	
	
	
	
	
	
	
	
	
	

	Sample ID
	BH 59-4
	BH 61-3
	BH 76-2
	BH 76-2
	BH 76-2
	BH 76-2
	BH 76-3
	BH 76-3
	BH 76-3
	BH 76-3
	BH 186-3
	BH 186-3
	BH 186-3

	Field pHd
	na
	na
	7.68
	8.22
	8.29
	7.8
	6.14 to 6.46
	6.94
	na
	6.92 to 6.96
	6.83
	6.83
	7.2

	Metals / Cations
	
	
	
	
	
	
	
	
	
	
	
	
	

	Na (mg/L)
	219
	19
	9
	9
	9
	na
	64.5
	28.2
	na
	29
	105
	17.0
	25.9

	Si (mg/L)
	12.0
	67
	42.6
	44.1
	45.6
	na
	133.4
	92.8
	na
	96.0
	16.0
	27.2
	49.3

	Ca (mg/L)
	429
	14
	1.3
	1.1
	1.3
	na
	59.5
	22.3
	na
	7.1
	11.5
	20.2
	2.92

	K (mg/L)
	29.7
	5
	1.6
	1.6
	1.9
	na
	13.4
	7.4
	na
	6.5
	3.5
	3.9
	5.9

	Mg (mg/L)
	164
	3.2
	0.27
	0.22
	0.23
	na
	13.8
	4.71
	na
	1.4
	5.1
	5.68
	6.32

	Al (mg/L)
	0.086e
	< 0.2
	0.42
	0.43
	0.45
	na
	0.010
	0.031
	na
	< 0.053
	< 0.003e
	< 0.003e
	< 0.06

	B (mg/L)
	6.68
	1.5
	na
	na
	na
	na
	2.38
	0.81
	na
	na
	0.51
	0.58
	0.84

	S (mg/L)
	109
	3.1
	na
	na
	na
	na
	34.55
	9.46
	na
	na
	8.47
	9.42
	7.9

	Fe (mg/L)
	< 0.02
	1.2
	0.40
	0.40
	0.39
	na
	< 0.02
	0.10
	na
	< 0.038
	0.02
	< 0.02
	0.09

	Li (mg/L)
	0.33
	< 4
	0.0098
	0.010
	0.0076
	na
	0.13
	0.04
	na
	0.045
	0.05
	0.05
	0.05

	Sr (mg/L)
	5.84
	0.14
	< 0.013
	< 0.013
	< 0.013
	na
	0.78
	0.26
	na
	< 0.013
	0.30
	0.34
	0.37

	Anions
	
	
	
	
	
	
	
	
	
	
	
	
	

	HCO3 (mg/L)f
	na
	na
	na
	na
	na
	< 5
	na
	na
	82.3
	na
	na
	na
	116

	F (mg/L)
	0.51
	0.835
	na
	0.38
	0.47
	0.4
	1.11
	na
	1.3
	0.76
	0.56
	0.62
	1.20

	Cl (mg/L)
	1,160
	24.1
	na
	1.9
	1.71
	2.75
	81.9
	na
	19
	14.5
	18.7
	18.6
	23.3

	Br (mg/L)
	1.51
	0.35
	na
	< 0.1
	< 0.1
	< 0.2
	0.97
	na
	< 0.03
	< 0.1
	0.67
	0.60
	0.32

	SO4 (mg/L)
	240
	9.13
	na
	0.89
	0.85
	1.02
	94.6
	na
	26.0
	4.98
	26.3
	26.2
	21

	PO4 (mg/L)
	< 0.5
	< 0.02
	na
	< 0.2
	< 0.2
	< 0.3
	< 0.02
	na
	< 0.02
	< 0.2
	< 0.2
	< 0.2
	< 0.1

	NO2 (mg/L)
	< .3
	< 0.007
	na
	< 0.06
	< 0.06
	< 0.2
	< 0.007
	na
	< 0.007
	< 0.06
	< .1
	< .1
	< 0.05

	NO3 (mg/L)
	11.6
	0.825
	na
	< 0.09
	< 0.09
	< 0.2
	6.42
	na
	2.5
	1.47
	7.47
	7.27
	6.73

	a
Analytical results are corroborating data (as defined in SCI-PRO-006) and non-qualified.  See Table 7-1 for source DTNs.

b
Sample filtered in the field and laboratory (Lawrence Livermore National Laboratory) prior to analyses.

c
Pore water samples (baseline):  sample ultracentrifuged from borehole core.

d
See entry in SNL 2007 [DIRS 177414], Table 6.3.4.1-1, for temperature of pH measurements.

e
Low detection limit analysis – sample filtered to 0.10 mm and acidified.

f
HCO3– – field measurement.

g
Sample ID SPC0057028 submitted for low detection for AI analysis.

NOTE:
na = not available; < = not detected (less than “practical reporting limit”).  Field chemistry of samples for high fluoride study (11/8/01 to 12/5/01) are reported in SNL 2007 [DIRS 177414], Table 6.3.4.5-1.
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Source:
SNL 2007 [DIRS 177414], Table 6.3.4.1-1 (water collection locations); DTN:  MO0002ABBLSLDS.000 [DIRS 147304] (sensors and boreholes).

Output DTN:  LB0705DSTHC005.002 (mesh).

NOTE:
Only those waters having the distinct criteria discussed in this section are considered to have been liquid in the borehole.  Locations where comparisons are made to measured compositions are shown as green circles.  The Heater Drift is shown in red. Boreholes 57 to 61, 74 to 78, and 185 and 186 are located approximately 10 m, 30 m, and 45 m from the bulkhead along the drift axis, respectively (Figure 6.3-4 and Table 6.3-2 in SNL 2007 [DIRS 177414]).
Figure 7.1-14.
Zones Where Water Was Collected from Hydrology Boreholes Superimposed (thick shading in blue) on the Model Grid

Some of the processes that could explain the water chemistry of samples collected in the hydrology boreholes include mixing of pure condensate water with fracture pore waters, equilibration of condensate waters with matrix pore waters via molecular diffusion, reaction of condensate waters with fracture-lining minerals, and mineral precipitation.  Waters that were collected from the hydrology boreholes at elevated temperatures are generally more dilute (lower Cl– and SO42–) and lower in pH than the initial pore water.  Aqueous silica concentrations are similar to or much higher than in the pore water, indicating that these waters are not simple mixtures of pore water and pure condensate water.  Some clear trends in water chemistry of the condensate waters over time are increases in pH and SiO2(aq) concentration and a drop in Ca2+.  The higher silica concentration in the waters collected at later times in several boreholes (and at higher temperatures), relative to chloride and the initial pore-water silica concentration, is consistent with dissolution of a silicate phase, rather than with increased concentration via boiling.  Concentrations of K+, Mg2+, and Na+ are also higher than what would be expected by dilution of original pore water (as evidenced by the low chloride concentrations).  Therefore, the silicate phases that dissolved must have been some combination of silica polymorphs (i.e., opal, cristobalite, tridymite, and quartz) and feldspar, clays, or zeolites, rather than just a pure silica phase.  Many of the waters show a drop in Ca2+ over time, consistent with calcite precipitation as the water was heated further and underwent CO2 degassing.

These water samples are considered to be representative of fracture waters produced by THC processes in the region around the DST.  However, the borehole intervals from which the waters were collected are approximately 8 to 10 m in length and at times have temperatures several tens of degrees different at each end (Section 7.1.7).  Therefore, vapor flow from the hot end to the cool end of an interval, accompanied by condensation and reaction with the rock lining the borehole, could account for some of the water found in the boreholes.  Because the borehole surface mineralogy is not identical to the fracture surface mineralogy, the water chemistry in the borehole may have some differences from the chemistry of water in the fractures.  Yet, because the rock surface in the borehole was freshly drilled, it may be more reactive with respect to silicate mineral reactions, hence potentially producing higher concentrations of species comprising the silicate mineral phases.  The fresh mineral surfaces in the borehole could, therefore, result in dissolution rates greater than those in the fractures, even though the surface area of the smooth borehole is likely to be less than that of the irregular fracture surface.

Further discussion of water chemistry in the DST and comparisons to simulation results is given in Section 7.1.11.2.  Model results are compared to a more complete data set from these intervals and also to borehole interval 76-3, which is above the heaters in an array closer to the area where the maximum drift crown temperature is reached (30 m from the bulkhead).  Waters were collected from other borehole intervals, but on only one or two occasions, and are therefore of limited value for validation.  However, they do provide additional information on the range of potential water compositions.

7.1.11.2
Evolution in the pH of Waters from the DST

In this section, simulations of the evolution of pH in space and time are shown, followed by comparisons of pH measurements of waters collected from boreholes and model results at specific locations.  The pH of waters in the rock is a function of the coupled thermal, chemical, and transport processes taking place in the fractures and matrix as the system undergoes heating.  The water chemistry can also be affected near rock interfaces, such as at the drift wall.  Here, exchange of atmospheric air with gas in the rock takes place via advective transport and diffusion, or by simple degassing of water owing to barometric pressure changes.

The modeled spatial distribution of pH in fracture water at various times during the heating phase is shown in Figure 7.1-15.  The times correspond approximately to the dates when water was sampled from hydrology borehole intervals, which are also highlighted.  Based on the compositions of ambient pore water ultracentrifuged from the rock in the DST block, the pH of waters in the region of the DST likely started out between approximately 7.8 and 8.3 (Table 7.1‑3).  The initial pH of the water used in the DST THC submodel simulation is approximately 8.3.  The most obvious effect of heating is a reduction in pH to about 6.8 in the condensate region, corresponding approximately to the increases in CO2 concentrations shown in Figure 7.1-12.  As with the CO2 concentrations, the low pH zone increases in size and moves outward with time.  Close to the dryout zone, the pH of the water increases, owing to boiling, degassing, and outward transport of the CO2.  Another important factor affecting the pH is the reaction rates of certain minerals, such as feldspars, that upon dissolution consume H+, resulting in a rise in pH.

There is greater uncertainty in measured pH values than in other compositional parameters.  The pH is temperature-sensitive, and the measured values are for partially cooled samples.  For example, over the temperature range from 60(C to ambient (25(C), the dissociation constant for water changes by approximately one order of magnitude (lowering the pH at higher temperature) (Garrels and Christ 1965 [DIRS 144877], Table 2.8).  In addition, some CO2 degassing and exchange with the ambient drift atmosphere occurred during sampling.  Finally, as discussed in Section 7.1.11.1, some samples were contaminated by acid vapor released from degradation of the fluoroelastomer and chloroelastomer packer materials.  Because of these factors, model–data comparisons for pH are presented here, but as supporting information only and not as part of the planned validation strategy.  Confidence in the predicted pH values is based on superior fits between the predicted and measured HCO3–, temperature, and pCO2 data, as these parameters are among the dominant controls on pH.

Model–data comparisons for fracture water pH are shown for borehole intervals 60-3, 59-2, and 76-3 in Figure 7.1‑16. The measured and simulated pH values generally fall within circumneutral pH range of approximately 6 to 8. All of the simulations showed nearly identical pH values, suggesting that this parameter was strongly governed by temperature and by reactions with the rock, and to a lesser extent the rate of degassing of CO2.  At all three sampling locations, an initial decrease in pH was followed by an increase, and the model results show similar trends at comparable times.  Modeled pH values are not quite as low as those measured, possibly because of the delayed transport of steam out of the matrix (due to its high capillarity and low permeability).  Also, the modeled fracture domain tended to dry out much earlier than in the boreholes, so the trends for the model are shifted to earlier times.  Samples that were indicated to have been derived from vapor that condensed in the sampling lines or in the collection bags are shown as the red squares. At the early stages (just above the boiling temperature) they typically have pH values between 4 and 5, typical of condensed water from such temperatures and partial pressures of CO2. At highly elevated temperatures, the samples show very low pH values down to almost 3.0, as a result of packer degradation and highly increased HF in the gas phase and in the condensate (see Figure 7.1-27a).
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Output DTN:  LB0705DSTHC005.002 (modeled).

Source:  SNL 2007 [DIRS 177414], Table 6.3.4.1-1 (water collection locations).

NOTE:
The intervals where water was sampled are more thickly shaded (in blue).  Areas of zero liquid saturation are blanked out in white.

Figure 7.1-15.
Modeled Distribution of pH in Fractures at Various Times When Water Was Sampled from Hydrology Borehole Intervals (months): (a) 6,  (b) 8, (c) 11, (d) 11, (e) 14, (f) 14, (g) 16, (h) 20, (i) 23, (j) 23, (k) 24, (l) 24, (m) 26, (n) 30, (o) 30, (p) 31, (q) 38, (r) 40 
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Output DTN:  LB0705DSTHC005.002 (modeled).

Source:  SNL 2007 [DIRS 177414], Table 6.3.4.1-1 (water collection locations).

NOTE:
The intervals where water was sampled are more thickly shaded (in blue).  Areas of zero liquid saturation are blanked out in white.

Figure 7.1-15.
Modeled Distribution of pH in Fractures at Various Times When Water Was Sampled from Hydrology Borehole Intervals (months): (a) 6,  (b) 8, (c) 11, (d) 11, (e) 14, (f) 14, (g) 16, (h) 20, (i) 23, (j) 23, (k) 24, (l) 24, (m) 26, (n) 30, (o) 30, (p) 31, (q) 38, (r) 40 (Continued)
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Output DTN:  LB0705DSTHC005.002 (modeled).

Source:  SNL 2007 [DIRS 177414], Table 6.3.4.1-1 (water collection locations).

NOTE:
The intervals where water was sampled are more thickly shaded (in blue).  Areas of zero liquid saturation are blanked out in white.

Figure 7.1-15.
Modeled Distribution of pH in Fractures at Various Times When Water Was Sampled from Hydrology Borehole Intervals (months): (a) 6,  (b) 8, (c) 11, (d) 11, (e) 14, (f) 14, (g) 16, (h) 20, (i) 23, (j) 23, (k) 24, (l) 24, (m) 26, (n) 30, (o) 30, (p) 31, (q) 38, (r) 40 (Continued)
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
The ambient pore-water pH is approximately 8.3.  The measured pH values are selected from Table 7.1-3, as representative for model–data comparison.

Figure 7.1-16.
Comparison of Measured pH in Water Samples Collected from Borehole Intervals (a) 60‑3, (b) 59-2, and (c) 76-3 to the Modeled Fracture Water pH at Representative Model Gridblocks

7.1.11.3
Evolution of Anion and Cation Concentrations

The effects of dilution through condensation of pure water vapor, increases in concentration caused by boiling, and fracture-matrix interaction can be assessed by examining the variation in conservative species such as chloride (Cl–) and sulfate (SO42–).  These species are conservative because chloride and sulfate-bearing minerals, such as halite and gypsum (or anhydrite), are not present in the rock initially and precipitate under more saline conditions, expected only at the final drying stages of the dilute waters observed in the rock at Yucca Mountain.  

The modeled spatial variations in Cl– concentrations in fracture and matrix are plotted in Figure 7.1-17, at times of 1 year and 4 years during the heating phase, and at eight years at the end of the cooling phase.  The main effect is a marked decrease in Cl– concentrations within fractures in the condensation and drainage zones.  In the matrix, there is significant dilution 
in the condensation zones and significant increases in concentration near the edge of the 
dryout zone.  

The predicted trends in fracture-water Cl– and SO42– concentrations from the simulation (Figures 7.1-18 and 7.1-19) are generally corroborated by the measurements from borehole intervals 60-3, 59-2, and 76-3, in particular the strong dilution trend from the initial pore-water concentration.  In Figure 7.1-18, the modeled fracture liquid saturations are shown (for the high and low infiltration cases), indicating a fairly good correspondence between the time periods when increases in fracture liquid saturation are predicted and the timing of the collection of water samples.  All of the simulations show nearly identical results during the early stages, with the high infiltration case (blue curve) showing a delayed increase in concentration at later times owing to a strongly delayed onset of dryout.  The delayed onset of dryout for the high infiltration case resulted from the higher initial liquid saturation in the rock matrix, which led to a longer time period for the rock matrix to dry out and a longer period of time over which the fractures were receiving vapor from the matrix through boiling/evaporation.  Dilution of Cl in the fractures is directly related to the addition of vapor from the rock matrix, and increases in Cl concentration result from the drying rock matrix and associated drying fractures. The very low concentrations in the measured chloride and sulfate concentrations compared to the model results (outside the order-of-magnitude validation criterion) likely also results from a large proportion of water that condensed in the borehole, rather than directly in fractures, and having a smaller component of admixed pore water.  Some species (e.g., Na, K, and SiO2, as discussed below) are not as strongly diluted or are enriched relative to the initial pore water and likely became more concentrated due to reaction with fresh silicate mineral surfaces exposed on the borehole wall. Therefore, dilution by water condensing in the collection tubes (concentrations shown as red squares) was likely not an important process for those samples. Despite the differences between the measured and modeled concentrations, the modeled trends are to more dilute compositions compared to the pore water, and most measured concentrations are within an order of magnitude of the modeled values.  Model–data agreement could have been improved by changes in hydrologic properties to enhance water-vapor transport out of the matrix and formation of dilute condensate in the fractures.  The reduction in vapor transport out of the matrix led to lower liquid saturations in the fractures and a weaker dilution effect on the ambient fracture pore water.  However, site-average properties are judged to be more representative for application of the THC seepage model for the reasons discussed in Section 7.1.7.1.  Also, given that the waters are collected from boreholes and not individual fractures, it is not necessarily an issue with the behavior of the model. Therefore, the DST THC submodel meets the model validation requirements for the trends and for some of the chloride and sulfate concentrations.
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Output DTN:  LB0705DSTHC005.002.

NOTE:
Temperature contours are overlain.  Areas of zero liquid saturation are blanked out in white (only for fractures).

Figure 7.1-17.
Modeled Distribution of Cl– in Fractures and Matrix at One and Four Years during the Heating Phase of the DST, and at the End of the Cooling Phase (eight years):  (a) Fracture (1Y), (b) Matrix (1Y), (c) Fracture (4Y), (d) Matrix (4Y), (e) Fracture (8Y), and (f) Matrix (8Y)

Na+ concentrations in the simulation (Figure 7.1-20) are elevated with respect to the measured concentrations in the 60-3 and 59-2 boreholes, but are closer to the measured values in borehole interval 76-3. They do not show quite the same degree of dilution as Cl and SO4, likely as a result of feldspar dissolution. All the simulations using the HDPERM3 initial pore-water composition show very similar results, whereas the ESFPERM4 water exhibits values about twice as high, and not as close to the measured high-temperature water samples. The similarity in all of the HDPERM3 simulations indicates that the water saturation and pCO2 (within variability in these simulations) have a limited effect on the pH, Na, Cl, and SO4 concentrations, except nearing the final dryout stages. Probably the  reactivity of plagioclase buffers the system, leading to increases in pH and a reduction in the partial pressure of CO2, as long as the conservative species are behaving similarly. The trends in Na concentrations in boreholes 59-2 and 76-3 are very similar to the measured values and concentrations converge to similar values. Therefore, the validation criteria for Na have been met.

Calcium is more sensitive to water–rock interaction than most other species because of the fast reaction rate of calcite, its much lower solubility with increasing temperature, and the common occurrence of calcite in fractures.  Other potential sources of Ca2+ in the rock include Ca-rich zeolites such as stellerite and Ca-rich smectite, which are abundant in fractures. 

Ca2+ concentrations in the simulation (Figure 7.1-21) are similar to measured concentrations in the 60-3, 59-2, and 76-3 borehole intervals at the early times, but are noticeably elevated over the measured values at later times. The shape of the simulated Ca2+ history curve for 60-3 does not exhibit as early an initial dilution-induced drop in concentration.  Instead, the reduction occurs later, when the strong condensation pulse is encountered and increasing temperature results in calcite precipitation.  The Ca2+ concentration increases as boiling proceeds and the remaining water is evaporated. The rate of dryout is much faster in the model simulation than in the actual borehole, where waters were collected for nearly a year. This extended time period may be due in part to the length of the actual interval that could sample fracture waters, or allow waters to condense in different regions at different times. The Ca2+ dilution is similar to that observed for Cl– and SO42– concentrations, indicating little rock–water interaction and significant dilution, most likely in the borehole rather than solely in fractures or in the collection tubes. Because calcite is much more abundant in fractures, rather than in the rock matrix, the borehole wall is likely to have little calcite to dissolve. In addition, at higher temperatures calcite is much less soluble, and therefore even if present, calcite dissolution would not lead to significant increases in Ca concentrations.

The effect of a different maximum time step on aqueous species concentrations would more likely effect Ca because of its reaction relationship with bicarbonate and CO2, so the results for three different maximum time steps (20 minutes, 1 hour, and 1 day) were plotted for borehole intervals 60-3 and 59-2. The differences are clearly much smaller than for CO2, as would be expected by the much smaller diffusivity of aqueous species. Also, the effect of differing time‑stepping (within this range) does not affect either the kinetic or equilibrium mineral–water reactions in this system to the extent that the results are noticeably different. 

The model results capture the trend in the Ca2+ concentrations and are, in most cases, within one order of magnitude of the measured values.  The deviations can be attributed to differences in the location of water condensation and collection (in boreholes rather than solely in fractures) and possibly also a slower vapor release from the rock matrix in the simulation, as discussed above. Therefore, the validation criteria for Ca2+ in the DST THC submodel have been met for many of the samples.
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Source  DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-18.
Cl− Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to the Modeled Fracture Water Cl− and Fracture Liquid Saturations
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-19.
SO42– Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60‑3, (b) 59‑2, and (c) 76-3 Compared to the Modeled Fracture Water SO42–
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-20.
Na+ Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Na+ Concentrations in Fractures
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-21.
Ca2+ Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Ca2+ in Fracture Water and Fracture Liquid Saturations

The modeled aqueous silica (SiO2(aq)) concentrations in fracture waters (Figure 7.1-22) capture the strong increases observed in the measured compositions, especially those seen in the borehole intervals overlying the heaters (59-2 and 76-3).  Initial equilibration with opal-CT results in a slightly lower initial concentration than that measured in the HDPERM3 pore water, which tends to shift the curves downward. Simulated SiO2(aq) values are therefore somewhat lower than the measured values, but within an order of magnitude of the observed ones and trend to higher concentrations than the initial pore water (after an intermediate time dip owing to high rates of condensation).  A plot of matrix SiO2(aq) concentrations trends to higher values (until the fractures dryout) and a shows a smoother overall increase, but only compares more favorably with measured data from borehole interval 60-3 and for some samples in 59-2.   Overall, the model results meet the validation requirements. 

The modeled concentrations of K+ (Figure 7.1-23), are very close the measured concentrations. The increase in the feldspar reaction rate did not improve the match to the measured concentrations. 

The fact that Na+ and K+ show similar trends over time is consistent with their predominance in either an alkali feldspar solid-solution phase, such as sanidine, and/or as closely intergrown exsolved phases from a precursor solid-solution alkali feldspar mineral.  All model results meet the validation requirements (trend to higher concentrations than in the initial pore water and within an order of magnitude).  

Fewer bicarbonate (HCO3–) concentrations were measured in the borehole waters because of difficulties making the measurements in the field.  Available data are plotted in Figure 7.1-24, along with the modeled concentrations.  Although the few measured values do not allow complete trends to be defined, for several samples modeled HCO3– concentrations compare well to the measured concentrations.  The deviations seemed to be related to a much faster rise in temperature in the model simulation relative to that in borehole intervals 60-3 and 76-3, because the measured values for  HCO3–  are shifted forward in time by about 8 to 10 months in each sample, and roughly the same time shift is evident for most of the other measured concentrations of other species. Thus, the model appears to capture the correct THC behavior, but since it is just an idealized 2-D cross section of a 3-D test block, the temperature increases in the simulation take place more rapidly.  Given that many samples meet the validation criterion, and the model deviations can be explained by relatively straightforward shifts in time, the model results for HCO3– meet the model validation criteria.  
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-22.
SiO2(aq) Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water SiO2(aq) Concentrations

	(a)
	[image: image73.png]0.25

Borehole 60 Interval 3
O HDPERMS porewater 020
o Measured
= Condensate
4mm, Frac Sat
_ 4mm, Frac Sat 015
3 —— Inf=14mm
2 —— Inf=1.4mm
E —— ESFPERM4
x —— Feldspar Rate x 100 0.10
0.05
I}
A
o4 = =% 21000
0 6 12 18 24 30 3% 42 48

Test Duration [Months]

ion

iquid Saturati

Li





	(b)
	[image: image74.png]Kimgn]

18

16

14

12

10

0.25
Borehole 59 Interval 2 O HDPERMS porewater
Measured
®  Condensate
==~ Inf=14mm, Frac Sat
= =~ Inf=1.4mm, Frac Sat 020
—— Inf=14mm
—— Inf=1.4mm
—— Feldspar rate x 100
—— ESFPERM4 0.15
0.10
0.05
+ =1.0.00
0 6 12 18 24 30 36 48

Test Duration [Months]

ion

iquid Saturati

Li





	(c)
	[image: image75.png]Kimgn]

24

16

12

0.25

Borehole 76 Interval 3 HDPERMS3 porewater
Measured
Int=14mm, Frac Sat
Int=1.4mm, Frac Sat 0.20
Int=14mm
Int=1.4mm
Feldspar Rate x 100
ESFPERMA.
0.15
0.10
0.05
\
+0.00
6 12 18 24 30 36 a2 48

Test Duration [Months]

ion

iquid Saturati

Li






Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-23.
K+ Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water K+ Concentrations and Fracture Liquid Saturations
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-24.
HCO3– Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60‑3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water HCO3– Concentrations

Modeled concentrations of some additional aqueous species (Mg2+, NO3–, and F–) in the simulation are compared to measured compositions from 59-2, 60-3, and 76-3 in Figures 7.1-25 through 7.1-27.  Measured Mg2+ concentrations (Figure 7.1-25) show initial concentrations closer to the pore-water value of about 17 mg/L, and then a considerable drop in all the borehole intervals.  Modeled Mg2+ concentrations show a similar pattern and are close to the measured concentrations.  The sharp drop in the modeled concentrations is related to a combination of dilution from condensate and the precipitation of amorphous antigorite (an Mg-rich sheet silicate).  The increase in the rate for this phase causes the minimum concentration to be slightly lower, but otherwise the results are similar to the other simulations. It is not clear whether precipitation of a Mg-rich phase takes place in the boiling zone in the rock, because the extent of dilution of Mg2+ is roughly similar to that observed for the conservative species, such as Cl–.  Some Mg2+ is likely incorporated into calcite that is precipitated as the condensate water above the heaters drains down and boils, or as fracture-lining calcite is dissolved, although this may have a minimal effect on Mg2+ concentrations.  The thermodynamic model for calcite does not include Mg2+, and therefore another Mg-bearing phase (i.e., amorphous antigorite or Mg‑beidellite) must take up some of the Mg2+.  Previous model revisions used the lower solubility Mg-silicate sepiolite; however, precipitation of this mineral resulted in near-complete depletion of Mg in the waters. Owing to this depletion effect, and the likely formation of an amorphous phase under the rapid precipitation rates induced by boiling, the higher solubility Mg‑silicate mineral, amorphous antigorite, was chosen.  Overall, most samples fall within an order of magnitude of the model results, thus meeting the validation requirements for Mg2+.

Nitrate (NO3–) is included in the list of modeled species for the simulations, owing to its importance for the evolution of final salt compositions in potential seepage waters.  Nitrate is highly soluble, and there are no nitrate minerals initially present in the tuff.  The pore water has somewhat more variable nitrate concentrations compared to Cl– and SO42–.  The greater variability in pore-water concentrations may be a result of biologically mediated nitrogen reduction, possibly after sample collection.  Measured and modeled nitrate concentrations are shown in Figure 7.1-26.  Concentrations measured in waters collected from the hydrology boreholes are almost all lower than those from the pore water, showing a similar pattern as Cl– and SO42–.  This finding suggests that over the time scale of the experiment, nitrate acts as a conservative species and may not have been affected significantly by biological activity in the rock.  The modeled concentrations using the HDPERM3 pore water capture the measured pattern of nitrate concentrations quite well, although the dilution effect is not as strong.  This effect is similar to that seen for most other weakly reactive or nonreactive species.  The simulation using the ESFPERM4 water composition starts with an NO3– concentration close to 60 mg/L, which results in values nearly an order of magnitude greater than those observed in the hydrology boreholes. The good agreement for the HDPERM3 simulations indicates that the model validation requirements for NO3– have been met, both in terms of the trend and range of values.

Fluorite has been added to the initial mineral assemblage for the simulations.  Fluorite is observed sporadically in the Yucca Mountain tuffs, and observed fluoride concentrations in some pore-water samples reflect the presence of this mineral.  Many pore waters from the repository level are near saturation with respect to fluorite (around 4 to 5 mg/L; see Table 6.2-1).  Therefore, in the THC seepage model, fluorite is assumed to be present in the rock mass, and fluoride concentrations are limited by fluoride precipitation/dissolution.  Fluoride is included in the THC seepage model because it may contribute to uniform corrosion of the titanium drip shield (SNL 2007 [DIRS 180778], Section 6.5.7).  

However, F– concentrations were lower in the water samples recovered from the DST. Concentrations in the initial pore waters from the DST block (HD-PERM3; Table 7.1-3) were found to be less than 1 mg/L, much lower than the equilibrium solubility of fluorite (around 4 to 5 mg/L at ambient temperatures).  In addition, almost all waters from the hydrology boreholes in the DST have measured F– concentrations of around 1 mg/L or less, with only one sample at about 4 mg/L.  The measured values are shown in Figure 7.1-27 for borehole intervals 60-3, 59‑2,  and 76-3, compared to the model results.  The modeled F– concentrations stay level and then drop from their initial concentrations of around 1 mg/L to about half that value, eventually attaining much higher values as increasing temperatures result in evaporative concentration.  The model results generally capture the trend and values of the F– concentrations, especially in borehole interval 59-2, where numerous water samples were collected over a prolonged period of about 18 months. The low F– concentrations in the waters indicate that contamination from introduced materials was negligible. At later times, though, some of the condensates show highly elevated F– concentrations (Figure 7.1-27a, and other borehole samples to several tens of ppm) and very low pH values, even though other anions and cations are close to or below detection limits. The good agreement for the simulations indicate that the model validation requirements for F– have been met, both in terms of the trend and range of values.

Model results for aqueous Fe and Al concentrations are not compared to DST measured values in this report.  There are several reasons for this.  First, measured concentrations for these elements are sparse.  Data for Fe and Al were either not measured or below the detection limit for more than half of the water samples listed in Table 7.1-3.  Also, the water samples were only filtered through 0.45 micron filters.  These are not sufficient to exclude colloidal particles, which could significantly contribute to the reported concentrations of a few tens of nanograms per milliliter.  For these reasons, the potential errors in the measured Fe and Al values are large.

For iron, most of the reported values exceed by several orders of magnitude the calculated solubility of crystalline Fe(III) mineral phases, and even amorphous Fe(OH)3, at the measured pH values (Langmuir 1997 [DIRS 100051], Figures 7.10 and 7.11).  Because iron oxides precipitate rapidly and readily, this also suggests that the iron analyses are not reliable.  

DST THC submodel predictions for Fe are also several orders of magnitude lower than the measured values. Since Fe values from this report are not used by downstream models, and measured concentrations from the DST are sparse and probably unreliable, Fe concentrations have not been validated and are presented for information only.  

The values for dissolved Al that were measured in DST waters are much higher than expected from the model.  As stated earlier, this is probably an artifact of not filtering the solutions appropriately to remove colloidal Al and thus miscounting colloidal aluminum mass as “dissolved.”  Large overestimates in Al concentrations due of inclusion of colloidal material are extensively documented throughout the literature.  Although the Al concentrations reported in THC seepage model output files have little direct effect on downstream models, as concentrations are very low and do not affect the predicted major element concentrations of evolving brines presented in Engineered Barrier System:  Physical and Chemical Environment (SNL 2007 [DIRS 177412]), the predicted Al values have a significant impact within the THC model, which may propagate indirectly to downstream models.  Although Al concentrations are very small, they contribute to the predicted ion activity product (Q) for aluminosilicate minerals, which affects mineral dissolution/precipitation rates through the Q/K relationship described in Section 6.4.2.  If modeled  Al concentrations were too low, this would lead to lower Q values for aluminosilicate mineral dissolution reactions (corresponding to farther-from-equilibrium conditions), which would translate into higher mineral dissolution rates (and lower aluminosilicate precipitation rates in the converse).  This would affect other dissolved components released from the aluminosilicates such as Ca+2, K+, Na+, and silica, and could lead to higher than expected dissolved concentrations of these components.  This effect would in fact be magnified for the cation components because the Al has a larger stoichiometric coefficient that multiplies its effect on the rates. For this reason, it is important to validate the Al concentrations predicted by the THC seepage model.

Because Al concentrations measured in the DST are likely to be in error, it is not possible to directly validate the Al concentrations predicted by the THC model.  Predicted major element concentrations (Na, K, Ca, SiO2) are corroborated by DST results, providing supporting evidence that aluminosilicate mineral dissolution and precipitation, and hence aluminum concentrations, are being accurately modeled.  However, pH is already assessed as a dependent variable, 
and because it is involved in all mineral dissolution/precipitation reactions, it is not possible to argue that Al concentrations must be accurate simply because the cation concentrations are matched adequately.
The DST THC submodel results do not capture the measured aluminum concentrations because the measured values are very small and have large uncertainties.  However, matches in major element concentrations for the DST and plug-flow reactor provide support that mineral dissolution and precipitation are being handled in a reasonable manner, and, as stated in the TWP (SNL 2007 [DIRS 179287]), because the deviation in measured and predicted Al concentrations can be readily explained in terms of simple physical and chemical processes, these data do not invalidate the DST THC submodel.

Overall, the trends for aqueous species indicate that the high initial saturations and low matrix permeability led to a near fully saturated matrix and a slower loss of vapor into fractures, with a slower rate of condensed water being formed.  For conservative aqueous species, the agreement with the measured values was not as close as the simulations using the lower initial saturation. For most aqueous species, all the simulations showed nearly the same results. Simulation 4 (dst_thc_r5_03) with the HDPERM3 water was closest to the measured data for CO2, and equally as good for all aqueous species. Mg and K concentrations were especially close to those measured, whereas silica was somewhat low, and calcium was higher than the generally dilute samples. Simulations using the ESFPERM4 pore water were very similar to those using the HDPERM3 pore water, except for Cl, NO3,  and Na, which were all highly elevated with respect to the measured values. The simulation using the increased sanidine and plagioclase reactions rates (by a factor of 100) gave similar results to the other simulations using the HDPERM3 water, except for elevated K concentrations at higher temperatures. In this case, the simulations with the lower reaction rates were closer to the measured K concentrations. The higher antigorite rate did not result in significantly different Mg concentrations, and some effect may be from a difference in time stepping related to the poorer convergence behavior when using the faster rate. 
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
Modeled fracture liquid saturations are also shown.

Figure 7.1-25.
Mg2+ Concentrations (mg/L) in Water Samples and Condensates Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water Mg2+ Concentrations
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-26.
NO3– Concentrations (mg/L) in Water Samples Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water NO3– Concentrations
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Source DTN:  LL020709923142.023 [DIRS 161677] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

Figure 7.1-27.
F– Concentrations (mg/L) in Water Samples Collected from Borehole Intervals (a) 60-3, (b) 59‑2, and (c) 76-3 Compared to Modeled Fracture Water F– Concentrations

7.1.12
Mineralogical Changes

As the last few sections have documented, marked changes have taken place in the water and gas chemistry in the DST, owing to thermal-hydrologic processes as well as mineral–water–gas reactions.  The total amount of minerals precipitated or dissolved, though, may be exceedingly small, even though the effect on the water composition is quite strong.  The strong effect on the water composition is related to the water–rock ratio, which is very low in the unsaturated low‑porosity fractured tuff.  The system is also characterized by an exceedingly low percolation flux of only a few millimeters per year or less, and therefore the ambient water has a long residence time.  This section documents the predicted changes in mineralogy over the heating phase of the DST and compares the results to a few measurements made from in situ sidewall core samples obtained from above-boiling zones.  Since the last revision of this report, a series of small core samples was analyzed for evidence of mineral alteration during the heating phase of the DST.  The first set of samples was obtained in November 2000 by sidewall coring of fractures in “chemistry” boreholes 53 and 54, which were originally designed for water sampling.  However, the SEAMIST pad system employed in those boreholes failed to provide uncontaminated water samples owing to the engineering materials in the boreholes and 
the unknown compositions of the pads.  The collection and analyses of the rock samples 
are documented in Thermal Testing Measurements Report (SNL 2007 [DIRS 177414], Section 6.3.4.3).  Chemical analyses, identification, and description of mineral alteration products for a few of the samples are given in DTN:  LA0201SL831225.001 [DIRS 158426].  These data represent observations and analyses from two locations taken about 1 m apart in an above‑boiling region above the heaters.

Calcite, amorphous silica, and a calcium sulfate phase (tentatively identified as gypsum) are the only phases in these samples identified so far as products of the processes taking place during the DST (DTN:  LA0201SL831225.001 [DIRS 158426]).  Amorphous silica was common in both samples, whereas calcite and gypsum were only described from the sample further into the above-boiling zone (the other sample was from the outer edge).  Although anhydrite 
is thermodynamically more stable than gypsum under the conditions of the DST, 
gypsum was observed in analyses of borehole surfaces from the Single Heater Test (DTN:  LA0009SL831151.001 [DIRS 153485]).  On the basis of this identification, the calcium sulfate phase observed in the DST sidewall core samples was considered to be gypsum (SNL 2007 [DIRS 177414], Section 6.3.4.3). This phase may have been precipitated as anhydrite and then during the cooling period converted to gypsum. Therefore, the model simulations consider anhydrite to be the precipitating calcium sulfate mineral.

From the descriptions of mineral alteration given in Section 6.3.4.3 of the Thermal Testing Measurements Report (SNL 2007 [DIRS 177414]), amorphous silica was the dominant phase precipitated during boiling, with much lesser amounts of calcite and gypsum.  Amorphous silica appears as glassy coatings covering larger areas of the surface, commonly in the form of thin curled sheets and fine tubules.  Calcite typically is found as scattered, small late-stage mounds, with gypsum as very late-formed scattered crystals on top of other phases.  Although calcite is not a major phase in the tuffs at Yucca Mountain, its rapid reaction rate, strong effect on pH, and ubiquitous presence in fracture coatings make it an important mineral phase.  The actual percentage of mineral precipitates in the fracture system could not be determined from this type of localized analysis.  Some of the silica coatings were approximately 10 to 20 µm thick, with discrete gypsum crystals up to 80 µm long.  Given a uniform 10-µm-thick layer of mineral precipitates on one side of all fractures, with a hypothetical range in fracture aperture of 100 to 1,000 µm, the proportion of fracture volume filled would range from 1% to 10%.  Because many of the coatings are much less than 10 µm thick and do not cover all areas of every fracture, the volume filled is likely to be less than 1%. 

Figures 7.1-28 through 7.1-30 show the modeled distributions of calcite, amorphous silica, and anhydrite in the DST at the time the samples were collected and at the end of the eight-year cooling period.  The location of borehole 54 is plotted, as well as the sites where the mineral was observed in a sidewall core sample.  The modeled distributions of other, much more minor phases are not shown, because it is not possible yet to validate their abundances, and they contribute very little to potential changes in hydrological properties. Also, minerals such as sanidine or cristobalite are so abundant that little dissolution is required to affect water compositions, and definitive dissolution of these minerals has not been observed.

The modeled distribution of calcite in the simulation (Figure 7.1-28) shows a precipitation zone above the heaters, as is expected in the boiling zone, and strong dissolution in the drainage zones below the wing heaters.  A broad region of very slight dissolution is observed in the large condensation area, where pH values are slightly lower as well. The maximum amount of precipitation is less than 0.04% of the fracture volume and dissolution less than 0.08%. The observed calcite is just at the edge of the modeled precipitation zone, and therefore the model results are validated for calcite. Further evidence from carbon-14 discussed in the following section supports the model results showing strong dissolution in the drainage zones. One additional note is the presence of enhanced precipitation below the zones of dissolution, probably formed earlier in the heating phase as Ca-rich water drained into zones of higher pH pore water.

Like calcite, the modeled distribution of amorphous silica in the current DST simulation (Figure 7.1‑29) shows the presence of a precipitation zone above the heaters. The maximum amount of amorphous silica precipitated is less than about 1% for the entire duration of the DST.  There is also an excellent correspondence in the region of modeled amorphous silica precipitation and the observed amorphous silica in the sidewall core samples from borehole 54.  Although the observations of mineral coatings on a few samples cannot be used to judge the total amount of mineral precipitated, the small volumes precipitated in the model are consistent with the generally thin coatings observed.

Precipitation of anhydrite is localized to the zones where modeled sulfate concentrations become very high as a result of boiling (Figure 7.1-30).  The observed location of gypsum in the sidewall core sample is consistent with the model results that show this sample to be just within the edge of the modeled zone of anhydrite precipitation.  

The sidewall core sample observations of significantly greater amorphous silica precipitation compared to calcite and gypsum, with the latter phases occurring in roughly equivalent amounts, are also consistent with the DST THC submodel results.  Although the maximum amount of amorphous silica precipitated is about an order of magnitude greater than calcite, there are not enough samples to determine the spatial distribution of these phases and whether areas exist where the relative proportions differ.  Given that the three observed mineral phases are in the locations predicted by the model simulations, the validation criteria have been met.
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Source DTN:  LA0201SL831225.001 [DIRS 158426] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
Chemistry borehole 54 is shown with location of observed calcite (open circle) formed during DST.

Figure 7.1-28.
Modeled Volume Percent Change in Calcite in Fractures Compared to Observed Calcite Location in Borehole 54: (a)  November 2000 (35 months of heating) and (b) 8 Years
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Source DTN:  LA0201SL831225.001 [DIRS 158426] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
Chemistry borehole 54 is shown with location of observed amorphous silica (open circles) formed during the DST.

Figure 7.1-29.
Modeled Volume Percent Amorphous Silica in Fractures Compared to Observed Amorphous Silica Locations in Borehole 54: (a)  November 2000 (35 months of heating) and (b) 8 Years 
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Source DTN:  LA0201SL831225.001 [DIRS 158426] (measured).
Output DTN:  LB0705DSTHC005.002 (modeled).

NOTE:
Chemistry borehole 54 is shown with location of observed gypsum (open circle) formed during the DST.

Figure 7.1-30.
Modeled Volume Percent Anhydrite in Fractures Compared to Observed Gypsum Locations in Borehole 54: (a)  November 2000 (35 months of heating) and (b) 8 Years

7.1.13
Porosity and Permeability Changes

Figure 7.1-31 shows the change in fracture porosity after four years of heating in the DST for simulations using the initial conditions at the 14.4 mm/yr infiltration rate (a, b) and for the 1.446 mm/yr rate (c, d).  The areas above the Heated Drift and near the edges of the wing heaters show the greatest reduction in fracture porosity, reaching somewhat less than 1.0%.  Nearly all of the change in fracture porosity has taken place during the initial four-year heating period, with little change after eight years. The lack of a significant increase in porosity (redissolution of precipitated phases) during the cooling period is due to the very slow rate of rewetting, and the much slower rate of dissolution compared to precipitation during boiling.  Areas of slight fracture porosity increases in the model results can be found in the outer condensation zones, but are much less than the maximum reduction in porosity seen in the boiling regions above the heaters.  The simulation with the higher initial liquid saturation (a, b) shows a slightly greater reduction in fracture porosity above the heaters.
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Output DTN:  LB0705DSTHC005.002.

NOTE:
Negative values indicate a net porosity reduction resulting from mineral precipitation, and positive values indicate a net porosity increase resulting from mineral dissolution.

Figure 7.1-31.
Change in Fracture Porosity after Four Years of Heating and at the End of the Cooling Period (8 years) for Simulations Using the Initial Conditions at the 14.4 mm/yr Infiltration Rate (a, b) and for the 1.446 mm/yr Rate (c, d)

Changes in matrix porosity after four years of heating and at the end of the eight-year cooling period are shown in Figure 7.1-32.  Reductions in matrix porosity are limited solely to the dryout zone where mineral precipitation accompanied boiling of the in situ pore water.  Increases in matrix porosity are actually greater than the reductions and are evident throughout the condensation zones, where imbibition of dilute water led to mineral dissolution.  Areas of strong fracture drainage around the outer edges of the heated zone apparently led to the highest level of matrix imbibition and mineral dissolution in the matrix.  The porosity increase in the matrix is, however, approximately two orders of magnitude less than the porosity decrease in the fractures.

Fracture permeability changes resulting from mineral precipitation and dissolution are tied to changes in porosity and more directly to fracture aperture changes.  Changes in fracture porosity of less than 1% of the original value would have a correspondingly small effect on fracture permeability.  These results are consistent with the observations of minor changes in air permeability during the DST, which have been attributed predominantly to water saturation changes (mostly in the condensation zones, where mineral precipitation is negligible) and in some cases due to changes in the rock mass owing to thermal-mechanical effects (SNL 2007 [DIRS 177414]), p. 6-191).

Thermal-hydrologic-mechanical (THM) coupled processes have also been evaluated using data from the DST and are also predicted to cause changes in the repository host rock permeability (BSC 2004 [DIRS 169864], Section 6.9).  Thermal stress tends to close fractures oriented radially to the opening, and open fractures oriented tangentially.  For the same simulation conditions (equivalent thermal-hydrology), the effects from the THM simulations are centered closer to the drift openings than the THC effects.
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Output DTN:  LB0705DSTHC005.002.

NOTE:
Negative values indicate a net porosity reduction resulting from mineral precipitation, and positive values indicate a net porosity increase resulting from mineral dissolution.

Figure 7.1-32.
Change in Matrix Porosity after (a) Four Years of Heating and (b) End of the Cooling Phase (eight years)

7.1.14
Isotopic Compositions of Gases and Water: Model Corroboration Using 14C in CO2
Gas-phase CO2 concentrations and stable isotopic ratios (13C, 18O, D, and 14C) were measured from gases pumped from hydrology boreholes (SNL 2007 [DIRS 177414], Table 6.3.4.2-1).  For the gas-phase compositions, direct comparisons of model results have been made only to CO2 concentrations.  Isotopic ratios of carbon (13C), oxygen (18O), and hydrogen (D) are sensitive to fractionation effects between the liquid and gas phases, as well as to diffusive fractionation, owing to the differing masses of the isotopes.  Thus, they are useful in interrogating thermal-hydrologic transport processes.  These fractionation effects are pronounced at lower temperatures, such that the relatively minor extent of water–rock interaction is strongly masked; thus, they are less useful for directly investigating mineral alteration during the DST.

Relative to the stable carbon isotopes (12C and 13C), carbon-14 (14C) abundances are minimally affected by fractionation because their activities vary over a large range, owing to the geologically short time for the radioactive decay of this species (t1/2 ≈ 5,000 years).  The virtual lack of 14C in carbonate minerals at Yucca Mountain (because these materials are predominantly tens of thousands to millions of years old) allows for a sensitive indicator of the dissolution of calcite.  Fortuitously, 14C activities in the gas phase in the rock, at approximately the level of the Tptpmn unit, are around 0.5 (fraction modern carbon) for several measurements done in different areas (Yang et al. 1996 [DIRS 100194], p. 46).  The convention “fraction modern carbon” refers to the activity of 14C prior to atmospheric testing of nuclear weapons.  Thus, the present-day activity of atmospheric 14C is somewhat greater than one, because of the addition of 14C through weapons testing.  In the subsurface at Yucca Mountain, therefore, any addition of atmospheric CO2 to the rock gas will drive its 14C activity from about 0.5 towards 1.0, whereas dissolution of calcite will drive the activity to close to zero.

Measured 14C activities in CO2 from several hydrology borehole intervals (BH74-3, BH75-3, BH76-3, and BH78-3) are shown in Figure 7.1-33 over much of the heating phase of the DST.  Unfortunately, an initial, unperturbed gas sample was not analyzed; however, the earliest samples collected had ratios around 0.4.  All of the zones show a significant drop-off over time to values below 0.2 and several to around 0.1 or less.  By projecting the trajectories of these early slopes back to time zero, the zones appear to converge to an initial activity close to 0.5.  Note that all of the samples analyzed from rock gas (over 40 measurements) had activities below 0.5.  Two measurements of gas from the Heated Drift (taken after about 12 and 44 months) were also analyzed and show nearly identical values of about 0.98, which is almost entirely atmospheric in composition.  Thus, it is clear that the gas in the Heated Drift is exchanging freely with 
the atmosphere, even though the pore water in the rock is generating abundant CO2 with 
low 14C activities.

It can be concluded from these data that little atmospheric CO2 has affected the CO2 in the rock gas.  Although atmospheric gas has undoubtedly been introduced into the system through gas‑permeability testing and drilling, the relatively low CO2 concentration in atmospheric air (≈ 400 ppmv) compared to the ambient rock gas (≈ 1,000 ppmv) and to the large concentrations generated during heating (> 10,000 ppmv) make contamination by atmospheric CO2 difficult.

The strong drop-off of 14C in the gas over time is caused primarily by the dissolution of calcite having little or no 14C.  The pore water could also be heterogeneous with respect to 14C, the interior of the matrix blocks having “older” water than the exterior.  The latter explanation, though, is implausible, owing to the rapid diffusivity of CO2 in the gas phase in the unsaturated matrix and the rapid equilibration of CO2 with bicarbonate in the aqueous phase.  Furthermore, this possibility is not supported by the gradual return in all of the measured borehole intervals to higher 14C activities.  Finally, 14C activities as low as 0.08 have not been observed in the gas phase in the UZ at Yucca Mountain and would imply isolated water with ages over 15,000 years.
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Source:  SNL 2007 [DIRS 177414], Table 6.3.4.2-1.

NOTE:
Two samples collected from the Heater Drift were also analyzed.

Figure 7.1-33.
Measured Activities of 14C (expressed as a fraction of modern carbon) in CO2 from Gas Collected in Several Hydrology Boreholes over Most of the Heating Phase of the DST

Another aspect to the trend in 14C activities can be found by examining their relation to the CO2 in the gas phase.  The abundance of 14C in the gas is governed by the equilibrium between HCO3– in the water and CO2 in the gas phase.  Under closed conditions, the gas should be in equilibrium with the water.  This is assumed in modeling the CO2 concentrations in the DST, where there is good correspondence between modeled and measured values.  The overall trend in 14C activities seen in Figure 7.1-33 is inversely related to the changes in CO2 concentrations observed in these intervals.  The timing of the peak in CO2 concentration and the low in 14C activity is also very close (Figure 7.1-12).  A comparison of measured CO2 (corrected for water‑vapor removal) and 14C is shown for three borehole intervals in Figure 7.1-34.  It is apparent that at the highest CO2 concentrations reached in each zone, the 14C activities are also among the lowest.
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Source:  SNL 2007 [DIRS 177414], Table 6.3.4.2-1.

Figure 7.1-34.
Measured Activities of 14C (expressed as a fraction of modern carbon) Compared to Measured CO2 (corrected for water vapor removal) from Gas Collected in Some Hydrology Boreholes over Most of the Heating Phase of the DST

The peak in CO2 concentrations observed in the model results, and in the measured values, takes place at temperatures of close to 60°C, well below boiling and prior to the dilution of the gas phase by significant quantities of water vapor.  This temperature region is characterized by some vapor condensation (Figure 7.1-7), a lowering of pH (Figure 7.1-15), and calcite dissolution (Figure 7.1-28) in the model simulations.  Therefore, the trend to low 14C activities in the areas where calcite is predicted to dissolve is consistent with the model results and with the aqueous- and gas-phase chemical data that have been used to validate the model.

7.1.15 Summary of Model–Data Comparisons Using the Drift Scale Test

The foregoing discussion in Sections 7.1.9 through 7.1.14 has described the corroboration of the THC seepage model, through the DST THC submodel, using experimental data.  The validation approach described in Section 7.1.7.1 is completed through comparison with thermal-hydrologic data (Section 7.1.9), gas-phase CO2 concentration data (Section 7.1.10), measured aqueous composition of sampled fracture waters (Section 7.1.11), and sampled mineralogical data (Section 7.1.12).  Consideration is also given to fracture and matrix porosity changes, changes in bulk permeability, and the corroborative indications from the DST (Section 7.1.13).  Also, data for the 14C isotopic composition of the gas phase are interpreted to corroborate the simulation of reactions involving CO2.  The DST is the largest, most comprehensive test of its kind ever performed, and the results provide extensive corroboration of the THC seepage model approach and predictive capability.  Where model–data comparisons exhibit differences, the magnitude is incorporated into a general assessment of uncertainty that is propagated to the LA.

7.2
Simulation of the Plug-Flow Reactor Experiment

These simulations were performed as part of historical work, using older versions of TOUGHREACT and older thermodynamic databases, and not repeated for the present report.  As part of this historical work, comparisons between a laboratory-scale tuff dissolution experiment and simulated results using TOUGHREACT were used to test geochemical models that were developed for the THC seepage model and the DST THC submodel.  Because 
these simulations were performed with previous versions of TOUGHREACT and older thermodynamic databases, they cannot directly address validation of the current THC model.  However, a brief summary is provided here because these simulations do provide added confidence in the conceptual model that is the basis of the THC seepage model.  The simulations are discussed in detail in a previous revision of this report (BSC 2004 [DIRS 168848], Section 7.2).  

The experiment was a plug-flow reactor experiment using crushed tuff from the Tptpmn lithostratigraphic unit, and was performed under isothermal elevated temperature conditions (94°C) with well-constrained initial water and rock compositions.  Measured water compositions of samples obtained during the duration of the experiment allowed the evaluation of kinetically controlled reactions (e.g., mineral dissolution and precipitation) with time.  A series of isothermal one-dimensional simulations were performed to model this dissolution using TOUGHREACT Versions 2.2 (TOUGHREACT V. 2.2 [DIRS 153219], STN:  10154-2.2-00) and 2.3 (TOUGHREACT V. 2.3 [DIRS 153101], STN:  10396-2.3-00).  Measured and predicted effluent concentrations were compared to evaluate the conceptual models developed for the THC seepage model.  

Although some simulations exhibited closer matches than others, depending on the estimated mineral surface areas and the thermodynamic database used, predicted concentrations for the major aqueous species in the effluent generally matched the measured values well, usually within a factor of 3, and always within an order of magnitude.  Measured pH values were not modeled well.  The discrepancy in pH can be attributed to the exposure of the plug-flow effluent to air and the subsequent cooling and degassing of the outflow solution before analysis.  The outflow pH values matched the simulated results closely after they had been corrected for these processes.  

Two important conclusions can be derived from the tuff dissolution experiment and simulations, even though they do not serve to directly validate the current THC seepage model:

· A good match was obtained between the water compositions for the observed and simulated plug-flow experiment, providing additional confidence in the THC seepage model conceptualization.

· Differences between the modeled and measured values in pH result from cooling and degassing of the experimental samples after exiting the tuff dissolution column.  This illustrates the potential for fluid-chemistry changes during sample collection for the DST experiment, and supports the conclusion (Section 7.1.11.2) that the poor fits between the measured DST pH values and those predicted by the DST THC submodel are due to cooling, condensation, and degassing during sample collection.

7.3
Simulation of the Fracture Sealing Experiment 

As with the plug-reactor experiment, these simulations were performed as part of historical work, using older versions of TOUGHREACT and older thermodynamic databases, and not repeated for the present report.  As part of this historical work, a laboratory-scale fracture-sealing experiment has also been simulated using TOUGHREACT.  Because these simulations were performed with previous versions of TOUGHREACT and older thermodynamic databases, they do not directly address validation of the current THC model, but provide added confidence in the conceptual model basis and parameterization.  The simulations are discussed in detail in the previous revision of this report (BSC 2004 [DIRS 168848], Section 7.3) and in the report by Dobson et al. (2003 [DIRS 165949]) and are summarized here.  

The fracture sealing experiment was designed to emulate and evaluate the effects of condensate reflux through a fracture network and into a boiling environment.  Two saw-cut blocks of welded rhyolitic ash-flow tuff (from unit Tptpmn in Alcove 6 of the ESF), were separated by gold shims to create a vertical planar fracture.  The outer surfaces of the blocks were sealed and the temperature gradient of 80°C at the top and 130°C at the bottom was established with heaters.  Effluent from the plug-flow reactor (Section 7.2) was directed into the top of the fracture (at a constant rate of about 10.8 mL/hr) and vapor was removed from the bottom.  Fracture sealing occurred after five days.  After cooling, the fracture was opened and examined to determine the location and nature of secondary mineral formation.  The precipitate (identified as mainly amorphous silica from scanning electron microscopy x-ray analyses and visual and petrographic examination) was deposited almost exclusively in zones where the temperature had exceeded 100°C.  

Simulations with TOUGHREACT Version 2.4 (TOUGHREACT V. 2.4 [DIRS 160880], STN:  10396-2.4-00) were performed to model fracture sealing, using a mesh configuration with dimensions (in one dimension) identical to those of the tuff fracture experiment.  The initial rock mineralogy was considered to be the same as that used in the plug-flow experiment.  Different simulations were run for a period of 5.8 days, with amorphous silica controlled by either equilibrium or kinetic conditions.  

The simulation results indicated the formation of a nearly isothermal two-phase region with an overlying water column above and a vapor zone below.  The precipitation of amorphous silica at the base of the two-phase zone accounted for all of the porosity and permeability reduction in the fracture system.  The base of the boiling zone (and region of silica precipitation) shifted downward over time due to a gradual pressure buildup, caused by the reduction of the fracture aperture at the top of the fracture system.  The thickness and location of the silica precipitation zone were different in the kinetic and equilibrium simulations.  Simulations conducted using equilibrium precipitation and dissolution for amorphous silica showed the effects of both precipitation and dissolution, as the trailing (upper) edge of the silica front underwent dissolution with time.  In the kinetic simulations, almost no dissolution of precipitated amorphous silica occurred, resulting in a thicker band of silica that occluded less of the fracture aperture.  Significant permeability reductions occurred within five days after initiation of fluid flow for both the experiment and simulations.  The presence of silica precipitate throughout the boiling zone in the experimental fracture system suggests that the kinetic simulation, which retains early‑formed precipitate, is a more appropriate match to the experimental results.

These simulations provide confidence in the geochemical model developed for the THC seepage model and the DST THC submodel presented in this report.  Both of the simulations accurately predicted the distribution and type of secondary mineral precipitation.  Amorphous silica was the dominant secondary mineral phase, and simulated amorphous silica precipitation was restricted to the lower portion of the two-phase zone at temperatures of around 105°C to 109°C, consistent with the observed pattern of mineralization along the fracture surface in the experiment.  The predicted total fracture-porosity-reduction values resulting from silica precipitation in the equilibrium and kinetic simulations were 2.2% and 3.9%, respectively, comparable to the estimated values of 0.9% to 3.6% for the experiment.  The experimentally determined distribution of silica precipitation was predicted more accurately by the simulation assuming kinetic control of silica precipitation, providing support for the use of this approach in the THC seepage model and the DST THC submodel.  

7.4
Validation Summary

The THC seepage model has been validated by applying acceptance criteria based on an evaluation of the model’s relative importance to the potential performance of the repository system.  All validation requirements defined in the TWP (SNL 2007 [DIRS 179287], Section 2.2.2) have been fulfilled, including corroboration of model results with experimental data and additional confidence building by publication in a refereed professional journal (Section 7).  Activity requirements for confidence building during model development have also been satisfied.  The model development activities and post-development validation activities described establish the scientific bases for the drift-scale THC seepage model.  Based on this, the drift‑scale THC seepage model is considered to be sufficiently accurate and adequate for the intended purpose and to the level of confidence required by the model’s relative importance to the potential performance of the repository system.  No future validation activities are required for the drift‑scale THC seepage model.

8. Conclusions

This report documents the thermal-hydrologic-chemical (THC) seepage model (Sections 4 
and 6), the Drift Scale Test (DST) THC submodel (Section 7), and results of model simulations.  The models describe coupled THC processes at the drift scale to assess (1) the chemistry of water and gas potentially entering drifts and (2) changes in permeability and flow around drifts.  The THC seepage model is used primarily to predict the composition of waters and gases around and potentially seeping into waste emplacement drifts and the effect of water–rock interaction on flow.  Key findings of this model are summarized in Figure 8-1. The DST THC submodel is used primarily to validate the THC seepage model, with a brief description and conclusions given in Section 8.3. The THC seepage model results are intended to provide confidence in the results of simpler models discussed in Engineered Barrier System: Physical and Chemical Environment (SNL 2007 [DIRS 177412]).  Specifically, simulation results from the THC seepage model are used for validation of the near-field chemistry model component of the physical and chemical environment model (SNL 2007 [DIRS 177412], Section 7.1.3).

The underlying conceptual and mathematical models (Sections 6.1 to 6.4) provide the basis for modeling the thermal and hydrologic effects of the relevant mineral–water–gas reactions and transport processes in the host rock for 100,000 years, a time period sufficient to capture the entire duration of the thermal pulse and the return to ambient conditions.  Confirmatory actions include evaluating the sensitivity of the models to different input parameters.  Validation (Section 7) is accomplished through comparison of simulation results to data collected from the DST.  Additional confidence building is also accomplished through publication in refereed journals (Spycher et al. 2003 [DIRS 162121]; Dobson et al. 2003 [DIRS 165949]; Sonnenthal et al. 2005 [DIRS 176005]; Mukhopadhyay et al. 2007 [DIRS 180822]).  Model results have been submitted to the Technical Data Management System (TDMS) as output under DTNs listed in Appendix G of this report.  Applicable acceptance criteria from the YMRP addressed by this report are discussed in Section 4.2, with pointers referring to sections of this report where these criteria are addressed.  The barrier capabilities of the natural system, including host rocks and the capillary barrier effects of drift openings, are considered throughout this report (Sections 6.5.2).  Potential barrier effects from mineral precipitation during the thermal period are also considered (Section 6.5.5.3).
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Figure 8-1.
Key Findings of the THC Seepage Model
8.1
Modeled Coupled Processes and Uncertainty

Simulations of THC processes include coupling among heat, water, and vapor flow; aqueous and gaseous species transport; kinetic and/or equilibrium mineral–water reactions; equilibrium between aqueous species; and feedback of mineral precipitation/dissolution on porosity, permeability, and capillary pressure for a dual-permeability (fracture–matrix) system.  Treatment of CO2 include gas–water equilibration, gas species diffusion, and advection.  Data are incorporated from the calibrated thermal-hydrologic property sets, the three-dimensional mineralogical model, the unsaturated zone flow and transport model, thermal test geochemical data (fracture and matrix mineralogy, aqueous geochemistry, and gas chemistry), thermodynamic data (minerals, gases, and aqueous species), kinetic data for mineral–water reactions, and transport (diffusion coefficient) data  (Section 4.1).  The THC seepage model and the DST THC submodel include a wide range of major and minor aqueous species and minerals (primary and potential secondary phases).  The following primary aqueous species are considered:  H+, Ca2+, Mg2+, Na+, K+, SiO2(aq), AlO2–, HFeO2(aq), SO42–, HCO3–, Cl–, NO3–, and F–.  Minerals include several silica phases ((-cristobalite, quartz, tridymite, amorphous silica, and opal-CT), calcite, feldspars, clays, biotite, an amorphous magnesium silicate, zeolites, fluorite, hematite, goethite, anhydrite, and volcanic (rhyolitic) glass.  In addition to the calibration of the hydrologic properties, some thermodynamic and kinetic data have been revised (within their ranges of uncertainty) to yield model results for the ambient system that are consistent with measured pore-water compositions over long simulated time periods.

Many sources of uncertainty exist in modeling coupled THC processes (Section 6.7), because of the large number of parameters needed to describe the natural system, as described in Sections 4, 6, and 7.  Model validation provides a test of whether the system can be described sufficiently well for the intended purposes of the model.  Validation is accomplished through analyses of the DST under temperatures, pressures, and chemical compositions corresponding to the range expected for the repository thermal loading conditions and drift design.  As summarized further in this section, results of DST THC simulations captured the important changes in pH, aqueous species concentrations, gas-phase CO2 concentrations, and mineral deposition at specific locations over time.  This provides confidence in the modeling capability to predict trends of spatial and temporal variations in water and gas chemistry around emplacement drifts.  Although the duration of the DST heating phase is approximately four years, the DST results exhibit the same processes known to control water chemistry, gas compositions, and permeability over longer time periods.

Simulations presented in this report (Sections 6.5.5 and 6.6) address the model sensitivity to:

1. Input water compositions

2. Repository-center versus repository-edge location

3. Time discretization

4. Model revisions including: TOUGHREACT upgrades; the use (or not) of a supersaturation gap for calcite; change in post-processing procedure (from zones of highest liquid saturation to highest liquid mobility); and changes in CO2 partial pressure at the top model boundary

5. Parameters affecting CO2 gas transport

6. Types and sequence of minerals assumed to form upon complete dryout

7. Reaction rates of primary minerals.

The developmental history of the THC seepage model provides additional qualitative information on the model sensitivity to a range of conceptualizations and input parameters, including (Table 6-1):

1. Different repository host-rock geologic units (Tptpmn and Tptpll)

2. Alternative geochemical systems (base case and extended case, additional minerals and chemical components)

3. Alternative thermodynamic data sets (different equilibrium constants for key minerals)

4. Different treatments of mineral–water reactions (different kinetic rate constants and reactive surface areas; equilibrium vs. kinetic reactions)

5. Spatial heterogeneity in fracture permeability

6. Different infiltration rates and effects of climate change

7. Alternative water vapor pressure models

8. Alternative initial water compositions

9. Different effective CO2 diffusivities

10. Alternative drift wall conceptualizations (open vs. closed to liquid flow).

These THC seepage model simulations cover a wide range of important uncertainties.  From this work, it appears that one of the principal sources of uncertainty is the natural variability in input water compositions.  From this variability alone, the uncertainty in predicted concentrations of reactive aqueous species like calcium and magnesium reaches up to about two orders of magnitude during the boiling period (Section 6.7.2).  After the boiling period, the spread in model results introduced by the different input water compositions, at any given time, is typically half to one order of magnitude.

8.2
THC Seepage Model Results

The THC seepage model is designed to represent waste package heating over time, changes in heat load caused by ventilation, the effective heat transfer within the drift, and THC processes in the unsaturated zone around waste emplacement drifts.  Simulations considered an initial heat load of 1.45 kW/m, including a preclosure period of 50 years using a ventilation efficiency of 88%.  Model results predict the chemistry of matrix and fracture water at various locations around a drift, the times of rewetting around the drifts, and the net fluxes of water and gas near and across the drift wall for a period of 100,000 years.

The scope of this report includes one design heat load for two cases of lateral location within the repository: center and edge.  At the repository center, temperatures near emplacement drifts exceed the boiling point of water for approximately 1,270 years after repository closure.  At the edge, temperature drops below boiling at about 180 years after closure.  Temperature is an important parameter because it affects the extent of water–rock interaction taking place around proposed emplacement drifts.  

The predicted extent of the dryout zone (6 to 7 m above the drift center) is similar under both repository-center and repository-edge conditions.  The time of rewetting at the drift wall essentially coincides with the time at which temperatures drop below boiling at the drift wall.  The extent of dryout, as well as the rewetting time and rewetting fluxes at the crown of the drift, are essentially not affected by water–rock interaction, and thus are not sensitive to the water compositions input into the model.  This is in contrast to previous model results that showed a significant delay in rewetting times induced by mineral precipitation above the modeled drift.  The difference here is attributed to the consideration of capillary pressure increase when porosity decreases because of mineral precipitation (Leverett scaling; this option was enabled but not operative in the previous model revision).  

The predicted magnitude of fracture porosity change caused by water–rock interaction around waste emplacement drifts depends on the initial fracture porosity (with the largest relative change for the smallest porosity), and results in large part from the precipitation of amorphous silica at the boiling front above the drift opening.  Because the silica solubility decreases with declining temperature, the amorphous silica precipitated in fractures does not dissolve significantly into percolating water over 100,000 years.  The long-term effect is a decrease of up to 7% of the fracture porosity, resulting in a long-term fracture permeability decrease less than half an order of magnitude.  Shorter-term effects from the precipitation of evaporite minerals at the boiling front (anhydrite, halite, and other salts) result in a permeability decrease up to 3.5 orders of magnitude.  However, these minerals readily dissolve as the boiling front collapses around the modeled drift.

Predicted water compositions in the zone of condensation and reflux in fractures above the modeled drift were examined.  Waters from this zone, in model gridblocks showing high liquid mobility, were taken as most representative of potential seepage.  In all the modeled cases, including four simulations using different input water compositions, relatively dilute and neutral to alkaline water compositions are predicted.  General trends of CO2 gas concentrations above the modeled drift do not differ significantly for any of the cases considered, with elevated post‑boiling concentrations up to ~100,000 ppmV at the repository center, and about 10 times less at the repository edge.  In all cases considered, upon boiling, these waters evolve to alkaline conditions.  This effect is less pronounced at the repository edge, compared to the repository center, because the boiling period is significantly shorter.  Upon the collapse of the boiling front, and accentuated by the elevated post-boiling CO2 concentrations, predicted pH values drop below ambient values for thousands of years before returning to initial values.  

In fractures above the modeled drift, similar trends of aqueous species concentrations are predicted using waters W0, W9, or W10 as input compositions (Table 6.2-4).  However, the pH and calcium concentrations predicted using water W8 at the repository edge differ significantly from trends predicted with the other waters.  At rewetting times, these differences are up to 2 pH units and 3 orders of magnitude in calcium concentration.  This is attributed to the lower initial calcium-to-aqueous-carbonate ratio in water W8 compared to the other waters, which accentuates the evolution of this water towards alkaline conditions upon boiling. 

Predicted trends of pH, calcium, and magnesium concentrations are quite different from the trends predicted in earlier model revisions. Predicted post-boiling CO2 gas concentrations are also about 10 times higher than predicted previously. The differences in predicted calcium concentrations are particularly large, showing depletion below ambient values by up to 2 orders of magnitude in the present report, compared to an increase of over 1 order of magnitude above ambient values in the previous model revision.  These differences appear to be related, at least in part, to revisions in rock properties that tend to increase water retention in the rock matrix (less condensation and calcite dissolution in fractures) as well as a significant decrease in the value used for the CO2 diffusion coefficient in this model revision.  The change in the mineral controlling the solubility of magnesium (from sepiolite to an amorphous magnesium silicate), plus the inclusion of biotite as a primary mineral in the geochemical system, reverse the general trend of magnesium depletion predicted in earlier model revisions.  Furthermore, magnesium concentrations in waters percolating above the drift after the boiling period are predicted to rise above ambient values, because of the dissolution of magnesium silicate deposited above the modeled drift during the boiling period.   

A noticeable effect of the shorter boiling length at the repository edge is the generally more elevated calcium concentrations (by up to several orders of magnitude) in fracture waters during the collapse of the boiling front. The higher calcium concentrations predicted at the repository edge are attributed to the decrease in CO2 degassing (from the reduced boiling and calcite precipitation) and the higher calcite solubility at lower temperatures.  The decreased dissolution of host rock minerals when the boiling period is shorter results in lower predicted concentrations of other less reactive species like sodium and potassium.  

Sensitivity analyses indicate that model results, and most notably pH, carbonate, calcium, and magnesium concentrations, are sensitive to the diffusivity of CO2 in the modeled system.  The types of minerals, including salts, assumed to form upon complete dryout do not significantly affect predicted concentrations above the drift in fractures after rewetting of the drift wall.  Simulations that do not model a thermal pulse (ambient conditions) appear to be much more sensitive to changes in reaction rates of primary minerals than heat-load simulations.  Therefore, the uncertainty in model results caused by uncertain reaction rates is anticipated to be smaller if reaction rates are constrained such that relatively steady and reasonable concentration trends are obtained under ambient conditions, as done here.   

During the boiling period, the spread in predicted concentrations in fractures above the modeled drift, at a given time, can be quite large (standard deviations up to ±1 log unit for calcium and magnesium).  This spread represents the model-result spatial variability above the drift in the condensation/reflux zone, combined with the variability introduced by the four different input water compositions.  This range in predicted concentrations is likely too wide to constrain with confidence the type of brines that could form upon evaporative concentration of these waters.  This is because the chemical evolution of these brines can be quite sensitive to their initial composition, and particularly their starting calcium and magnesium concentrations.  For these reasons, it would appear that additional confidence in the predicted composition of potential seepage could only be achieved by integrating model results with additional experiments in the repository host units, carefully designed to measure the compositions of induced thermal seepage under a range of thermal histories and infiltration compositions.
8.3
DST THC SUBModel Results (Validation)

Validation of the modeling approach and parameters used in the THC seepage model is accomplished using a submodel developed for direct comparison to observations of gas composition, water chemistry, and mineral deposition in the DST.  The DST THC submodel is used for sensitivity studies in addition to direct comparisons of model output to measured data. 

Several sensitivity tests were performed to assess the response of the system to differing inputs and simulation parameters. Some of these sensitivity tests were determined to be important prior to the modeling study, in particular the sensitivity to the maximum time step and the sensitivity to the initial water composition.  The other simulations were deemed necessary after the results of the initial simulations were reviewed. The initial setup of the model was performed to be consistent with inputs of the THC seepage model, while also maintaining consistency with the local conditions at the location of the DST. Specifically, the 30th percentile hydrological properties were used as inputs to the DST THC model, and to the steady-state simulation used to set the initial hydrological conditions for the DST.  Because the location of the DST is closest to the surface-based borehole SD-9, the steady-state field was obtained for this column using the infiltration rate derived from the corresponding infiltration map. The infiltration rate at this location for the modern-day climate is 14.46 mm/yr, which results in a matrix liquid saturation of approximately 99%. This liquid saturation is much higher than the values typically found in the Tptpmn unit of about 85% to 90%. Therefore, another steady-state simulation was performed using one-tenth of this value, 1.446 mm/yr, which yielded a steady-state matrix liquid saturation of about 92%. Since the hydrological response of the system was more closely reflected by the 1.446 mm/yr results, this was deemed to be the base case for the initial conditions.  These findings were also consistent with earlier published results (Birkholzer and Tsang 2000 [DIRS 154608]), which indicated that using a value of 0.36 mm/yr resulted in a better match to temperatures than using 3.6 mm/yr.  The high chloride concentrations in the pore waters also indicate an infiltration that is less than about 1 mm/yr (Sonnenthal and Bodvarsson 1999 [DIRS 117127]), as well as other data as discussed in Section 7.1.5.  The simulations performed are as follows:

1. 30th percentile properties, 14.46 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of 1 hour

2. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of 20 minutes

3. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one day

4. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour

5. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour, amorphous antigorite rate increased 

6. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, ESFPERM4 initial pore water, maximum time step of one hour

7. 30th percentile properties, 1.446 mm/yr steady-sate initial conditions, HDPERM3 initial pore water, maximum time step of one hour, rates of feldspars increased by 100.
Simulation results compared to measured gas-phase CO2 concentrations and the chemistry of waters collected from hydrology boreholes indicate that the model captures the general trend in concentrations in the borehole intervals where comparisons have been made. It was clear that higher initial liquid saturations lead to higher maximum CO2 concentrations, further from the measured concentrations. The high initial saturations led to a near fully saturated matrix and a slower loss of vapor into fractures.  For conservative aqueous species, the agreement with the measured values was not as close as the simulations using the lower initial saturation. For most aqueous species, simulation number “3” above with the HDPERM3 water was closest to the measured data. Mg, K, NO3, and F concentrations were especially close to those measured, whereas silica was somewhat low, and calcium higher than the dilute samples collected at later times in the borehole intervals. The ESFPERM4 water was less consistent with measured data, although for several species it was very close to the HDPERM3 water. The higher feldspar rates did not affect most aqueous species, although, as expected, K concentrations were elevated and generally much higher than the measured values. The higher antigorite rate did not result in significantly different Mg concentrations, and some effect may be from a difference in time stepping related to the poorer convergence behavior when using the faster rate.

The effect of a different maximum time step was significant for the CO2 concentrations, where a smaller maximum time step led to higher maximum concentrations and lower minimum values. However, the difference between the twenty-minute and one-hour maximum time step was relatively minor, so the hour time step was chosen for the majority of the simulations. The effects on the aqueous species were much smaller than for CO2, as would be expected by the much smaller diffusivity of aqueous species. 

Predicted locations and relative abundances of secondary minerals are consistent with in situ sidewall core samples retrieved from zones that have undergone boiling. The most important mineral phase is amorphous silica, followed by significantly lesser amounts of calcite and anhydrite (potentially converting to gypsum at lower temperatures). The higher initial saturation simulation showed slightly greater mineral precipitation in fractures, but the pattern was the same as for the lower initial saturation. Analyses of 14C concentrations in CO2 also corroborate the model results, because of their sensitivity to calcite dissolution and drift air contamination.

The evidence based on field and laboratory measurements demonstrates that model validation criteria have been met for CO2 concentrations in gas, for several aqueous species concentrations, and for mineral precipitation in fractures.  Although some disagreements between modeled and measured values exist, they could be attributed to sampling issues (discussed in Section 7) or to the selection of an initial pore-water concentration (possibly chloride, sodium, and nitrate in pore water ESFPERM4) that is higher than that in the rock.  These differences serve to quantify the sensitivity of the model to the associated input parameters.  Some heterogeneity in the measured data could not be matched by the model results, which is not unexpected for simulation of such an extensive field test. Ideally, hydrological properties would have to be used from the DST site, and the infiltration rate reduced to values probably less than 1 mm/yr, to obtain the best matches to data. However, the main purpose of the DST THC model is to use properties and conditions consistent with those for the THC seepage model and evaluate sensitivities rather than to use wholly site-specific data. The results achieved provide confidence in the modeling approach and the use of average properties for the purpose of the THC seepage model, which is to represent the chemical composition of water that could potentially seep into emplacement drifts, and the composition of the gas phase in the drifts.

Although not required for the planned validation strategy, the THC responses of the Yucca Mountain Drift Scale Test have been independently analyzed by the participants of the DECOVALEX III project, an international research project to develop coupled models and their validation against experiments.  The outcome of the analyses by the DECOVALEX participants, generally corroborative of the contents of this report, has been presented in the GeoProc2003 conference held in Stockholm, Sweden, and has been published in a special issue of the International Journal of Rock Mechanics (Sonnenthal et al. 2005 [DIRS 176005]).

Based on the results presented in Section 7 and summarized here, the drift-scale THC seepage model is considered to be sufficiently accurate and adequate for the intended purpose and to the level of confidence required by the model’s relative importance to the performance of the repository system.

8.4
Uncertainties and Restrictions for Downstream Use

Section 1.3 states the general model limitations.  Potential uncertainties affecting model results are discussed in a qualitative manner in Section 6.7.1, and addressed more quantitatively in Sections 6.6 and 6.7.2.  Various alternative conceptualizations and ranges of input data are considered (summarized in Section 8.1; see also Table 6-1).  In addition, confidence in the model results is obtained by comparing model results to experimental data from the DST (Section 7).  A large spread in the output compositions from the THC seepage model simulations is caused by the natural variability of input water compositions.  This spread is up to approximately two orders of magnitude, and in many cases less (Section 6.7.2).  

8.5
CRITERIA

The acceptance criteria identified in Section 2.2.1.3.3.3 of the YMRP (NRC 2003 [DIRS 163274]) are given below, with applicable subcriteria, followed by a short description of how these criteria have been addressed in this report:

· Acceptance Criterion 1, System Description and Model Integration Are Adequate
(1)
Total system performance assessment adequately incorporates important design features, physical phenomena, and couplings, and uses consistent and appropriate assumptions throughout the quantity and chemistry of water contacting engineered barriers and waste forms abstraction process.
This subcriterion is addressed in Sections 6.2, 6.3, and 6.4.
(2)
The abstraction of the quantity and chemistry of water contacting engineered barriers and waste forms uses assumptions, technical bases, data, and models, that are appropriate and consistent with other related U.S. Department of Energy abstractions.
Sections 5, 6, and 7 address this subcriterion regarding water chemistry.

(3)
Important design features, such as waste package design and material selection, backfill, drip shield, ground support, thermal loading strategy, and degradation processes, are adequate to determine the initial and boundary conditions for calculations of the quantity and chemistry of water contacting engineered barriers and waste forms.
Design criteria used as model inputs are addressed in Section 4.1.10.

(5)
Sufficient technical bases and justification are provided for total system performance assessment assumptions and approximations for modeling coupled thermal-hydrologic-mechanical-chemical effects on seepage and flow, the waste package chemical environment, and the chemical environment for radionuclide release.  The effects of distribution of flow on the amount of water contacting the engineered barriers and waste forms are consistently addressed, in all relevant abstractions.
This report addresses coupled THC effects on water chemistry and flow in the UZ up to the drift wall (Section 6).  It therefore addresses parts of this subcriterion.

(8)
Adequate technical bases are provided, including activities such as independent modeling, laboratory or field data, or sensitivity studies, for inclusion of any thermal-hydrologic-mechanical-chemical couplings and features, events, and processes.
Features, events, and processes (FEPs) are addressed in Section 6.1, technical bases in Sections 6.2 to 6.4, modeling and sensitivity studies in Sections 6.5 and 6.6, and modeling of field experiments in Section 7, thus addressing this subcriterion.

(9)
Performance-affecting processes that have been observed in thermal-hydrologic tests and experiments are included into the performance assessment.
Simulations presented in this report reproduce coupled THC effects observed in thermal test (Section 7.1) and laboratory experiments (Dobson et al., 2003 [DIRS 165949]) and, therefore, address this subcriterion.

(10)
Likely modes for container corrosion (Section 2.2.1.3.1 of the Yucca Mountain Review Plan) are identified and considered in determining the quantity and chemistry of water entering the engineered barriers and contacting waste forms.  For example, the model abstractions consistently address the role of parameters, such as pH, carbonate concentration, and the effect of corrosion on the quantity and chemistry of water contacting engineered barriers and waste forms.
The geochemical system used in the THC seepage model includes chemical components needed as inputs for modeling the corrosion environment.  This subcriterion is addressed in Section 6.2.2.2, where the geochemical system is described.
(12)
Guidance in NUREG–1297 (Altman et al. 1988 [DIRS 103597]) and NUREG‑1298 (Altman et al. 1988 [DIRS 103750]), or other acceptable approaches, is followed.
This report follows this guidance such that this subcriterion is addressed.
· Acceptance Criterion 2, Data Are Sufficient for Model Justification
(1)
Geological, hydrological, and geochemical values used in the license application are adequately justified.  Adequate description of how the data were used, interpreted, and appropriately synthesized into the parameters is provided.
This subcriterion is addressed in Sections 4.1, 6.2 (and in particular 6.2.2), 6.3, and 6.4.

(2)
Sufficient data were collected on the characteristics of the natural system and engineered materials to establish initial and boundary conditions for conceptual models of thermal‑hydrological-mechanical-chemical coupled processes, that affect seepage and flow and the engineered barrier chemical environment.
This report addresses parts of this subcriterion by considering variations in pore-water compositions (Sections 6.2.2.1 and 6.5.5.4) and rock properties (Section 6.4.7) representative of the natural system.

(3)
Thermo-hydrologic tests were designed and conducted with the explicit objectives of observing thermal-hydrologic processes for the temperature ranges expected for repository conditions and making measurements for mathematical models.  Data are sufficient to verify that thermal-hydrologic conceptual models address important thermal-hydrologic phenomena.
Section 7.1, which presents details on results of the Drift Scale Test and simulations reproducing results of this test, addresses this subcriterion.

(4)
Sufficient information to formulate the conceptual approach(es) for analyzing water contact with the drip shield, engineered barriers, and waste forms is provided.
Because this report determines water compositions in the host rock surrounding the drifts (Sections 6.4.7 and 6.5.5), this subcriterion is addressed.
· Acceptance Criterion 3, Data Uncertainty Is Characterized and Propagated Through the Model Abstraction
(1)
Models use parameter values, assumed ranges, probability distributions, and bounding assumptions that are technically defensible, reasonably account for uncertainties and variabilities, and do not result in an under‑representation of the risk estimate.
This subcriterion is addressed by using ranges of input data (Section 6.2.2.1, pore-water composition) and alternative conceptualizations of the modeled systems (Section 6.3) to evaluate model sensitivities and uncertainty (Sections 6.6 and 6.7).

(2)
Parameter values, assumed ranges, probability distributions, and bounding assumptions used in the total system performance assessment calculations of quantity and chemistry of water contacting engineered barriers and waste forms are technically defensible and reasonable, based on data from the Yucca Mountain region (e.g., results from large block and drift‑scale heater and niche tests), and a combination of techniques that may include laboratory experiments, field measurements, natural analog research, and process‑level modeling studies.
This report addresses the parts of this subcriterion that relate to the uncertainty of the chemistry of water that could potentially enter drifts, with inputs and results discussed in Sections 6.2.2.1, 6.4.7, 6.5.5, and 6.6 and validation, including the results of the DST presented in Section 7.

(3)
Input values used in the total system performance assessment calculations of quantity and chemistry of water contacting engineered barriers (e.g., drip shield and waste package) are consistent with the initial and boundary conditions and the assumptions of the conceptual models and design concepts for the Yucca Mountain site.  Correlations between input values are appropriately established in the U.S. Department of Energy total system performance assessment.  Parameters used to define initial conditions, boundary conditions, and computational domain in sensitivity analyses involving coupled thermal‑hydrologic-mechanical-chemical effects on seepage and flow, the waste package chemical environment, and the chemical environment for radionuclide release, are consistent with available data.  Reasonable or conservative ranges of parameters or functional relations are established.
This subcriterion is addressed with respect to the chemistry of water that could potentially enter drifts, with the conceptual models described in Sections 6.3 to 6.4, initial and boundary conditions discussed in Sections 6.5.2, and ranges of input parameters discussed in Section 6.4 and summarized in Sections 6.5.3.

(4)
Adequate representation of uncertainties in the characteristics of the natural system and engineered materials is provided in parameter development for conceptual models, process‑level models, and alternative conceptual models.  The U.S. Department of Energy may constrain these uncertainties using sensitivity analyses or conservative limits.  For example, the U.S. Department of Energy demonstrates how parameters used to describe flow through the engineered barrier system bound the effects of backfill and excavation‑induced changes.
This subcriterion is addressed by considering ranges of input parameters and alternative conceptualizations (Table 6-1 and Sections 6.2.2 and 6.3), as well as evaluations of the spread of model results (Section 6.7.2).

· Acceptance Criterion 4, Model Uncertainty Is Characterized and Propagated Through the Model Abstraction
(1)
Alternative modeling approaches of features, events, and processes are considered and are consistent with available data and current scientific understanding, and the results and limitations are appropriately considered in the abstraction.
This subcriterion is addressed by reviewing FEPs (Section 6.1), by using alternative conceptual models (Section 6.3), and evaluating model limitation and uncertainty (Sections 1.3, 6.7, and 8.4).

(2)
Alternative modeling approaches are considered and the selected modeling approach is consistent with available data and current scientific understanding.  A description that includes a discussion of alternative modeling approaches not considered in the final analysis and the limitations and uncertainties of the chosen model is provided.
This subcriterion is addressed by considering various model conceptualizations (Section 6.3), evaluating spread in model results (Sections 6.5.5.4, 6.6, and 6.7.2), and reporting on limitations and uncertainties (Section 1.3, 6.7, and 8.4).

(3)
Consideration of conceptual-model uncertainty is consistent with available site characterization data, laboratory experiments, field measurements, natural analog information and process‑level modeling studies; and the treatment of conceptual‑model uncertainty does not result in an under‑representation of the risk estimate.
This subcriterion is addressed by using site-specific data (Section 4.1), as well as data from field (Section 7) and laboratory experiments (Dobson et al. 2003 [DIRS 165949]), and considering ranges of key input parameters (e.g., Section 6.2.2), alternative conceptualizations (Section 6.3), and spread in model results (Sections 6.5.5.4, 6.6, and 6.7.2).

(4)
Adequate consideration is given to effects of thermal‑hydrologic-mechanical-chemical coupled processes in the assessment of alternative conceptual models.
This report addresses this subcriterion through conceptual and mathematical models described in Sections 6.2 and 6.4, and model results presented in Sections 6.5.5 and 6.6.

(5)
If the U.S. Department of Energy uses an equivalent continuum model for the total system performance assessment abstraction, the models produce conservative estimates of the effects of coupled thermal-hydrologic-mechanical-chemical processes on calculated compliance with the postclosure public health and environmental standards.
This subcriterion is not applicable for this model because it does not contain a model for the total system performance assessment, nor does it make estimates that assess calculated compliance.

· Acceptance Criterion 5, Model Abstraction Output is Supported by Objective Comparisons
(3)
Accepted and well-documented procedures are used to construct and test the numerical models that simulate coupled thermal-hydrologic-mechanical-chemical effects on seepage and flow, engineered barrier chemical environment, and the chemical environment for radionuclide release.  Analytical and numerical models are appropriately supported.  Abstracted model results are compared with different mathematical models, to judge robustness of results.
This report addresses this subcriterion through conceptual and mathematical models described in Sections 6.2 and 6.4, and through evaluation of alternative conceptual models in Section 6.3.
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Effects of model revisions from REV02-REV04 to REV05: the main differences are a 10( increase in post-boiling CO2 gas concentrations, more alkaline pH, and significant calcium depletion compared to enrichment predicted previously. Post�boiling magnesium concentrations are also much higher.  Water–rock interactions have no significant effect on the thermo�hydrology around the drift, and the time of rewetting at the drift wall (at ~1,270 and ~180 years for repository center and edge, respectively) coincides with the end of the boiling period. 











Main model revisions from REV02-REV04: TOUGHREACT upgrade, post-processing on basis of highest liquid mobility above drift, Leverett scaling, addition of biotite and amorphous Mg-silicate in the system, repository edge and center conditions, initial equilibration with calcite, decrease in CO2 diffusion coefficient, more capillarity in matrix, no changes in fracture porosity and permeability.











Sensitivity to dryout mineral assemblage: not much of an effect is observed as long as halite and sylvite are included as salts, in addition to other minerals that are part of the regular geochemical system (calcite, anhydrite, silica, Mg-silicate etc.).  The  inclusion of carbonate salts (K2CO3) appears to temporarily exacerbate the alkaline pH trend when the boiling front collapses and these salts dissolve.







































Sensitivity to input pore-water composition: no effect is observed on predicted CO2 concentrations.  Large effect predicted only on pH, calcium, and magnesium concentrations with waters that display 2mCa/mHCO3 < 1 (water W8).  The variability in model results introduced by the range of considered initial water compositions is large for calcium and magnesium but generally below one order of magnitude for less reactive species.  Predicted concentration trends with different initial water compositions are mostly parallel with exceptions for water W8.















































Sensitivity to CO2 gas transport: increase in CO2 diffusivity  (10( increase in diffusion coefficient) has no large effect on maximum post-boiling CO2 concentrations, but results in significant pH drop (1 to 2 units) and increase in calcium and magnesium concentrations (10( or more).  Increase in gas relative permeability (by up to 1,000( depending on liquid saturation) has little effect. 







































Other sensitivities: predicted water compositions are not very sensitive to TOUGHREACT upgrades, changes in the post-processing procedure (extraction of waters in zones of highest liquid mobility), a decrease in CO2 partial pressure from 10–2.5 to 10–3 �at the top model boundary, and assumption of calcite equilibrium instead of a supersaturation gap.  The implementation of Leverett-scaling results in more saline waters being picked up by the post-processing procedure when the boiling front collapses. A finer time discretization has not much of an effect. 























































General Findings: water in fractures above the drift in the condensation/reflux zone are relatively dilute with neutral to alkaline pH range. CO2 gas concentration trends with time do not differ significantly for any of the scenarios considered, showing a post-boiling rise to ~100,000 ppmv.  The proportion of calcium to aqueous carbonate concentrations in infiltrating water, as well rock properties affecting water retention in the rock matrix and CO2 transport, can significantly affect predicted pH, magnesium, and calcium concentrations.  The uncertainty in predicted major cation and anion concentrations related to the spatial variability of model results above the drift, as well as the variability in input water compositions, is up to 2 orders of magnitude for calcium and magnesium during the boiling period, and less than 1 order of magnitude thereafter.   Water compositions predicted at the repository edge typically retain more calcium than at the repository center because of decreased calcite precipitation. 
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